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Synopsis

Nuts and bolts network and systems management is currently unfashionable. The
emphasis is far more on processes that implement service management, driven by
methodologies and best practices such as the Information Technology Infrastructure
Library (ITIL). Nonetheless, all service management disciplines ultimately rely on a
way to determine some of the following characteristics of systems and networks:

e Configuration management
e Availability management

e Problem management

e Performance management
e Change management

e Security management

The commercial marketplace for systems and network management offerings tend to
be dominated by the big four — IBM, HP, CA and BMC. Each have large, modular
offerings which tend to be very expensive. Each has grown their portfolio by buying
up other companies and then performing some level of integration between their
respective branded products. One can argue that the resulting offerings tend to be
“marketechtures” rather than architectures.

This paper looks at Open Source software that addresses the same requirements.
Offerings from Netdisco, Cacti and The Dude are examined briefly, followed by an in-
depth analysis of Nagios, OpenNMS and Zenoss.

This paper is aimed at two audiences. For a discussion on systems management
selection processes and an overview of three main open source contenders, read the
first few chapters. The last few chapters then provide a product comparison.

For those who want lots more detail on Nagios, OpenNMS and Zenoss, the middle
sections provide in-depth discussions with plenty of screenshots.
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1 Defining “Systems Management”

1.1 Jargon and processes

Every organisation and individual has their own perspective on systems management
requirements; the first essential step when looking for systems management solutions
is to define what those requirements are. This gives a means to measure success of a
project.

There are many different methodologies and disciplines for systems management from
the International Standards Organization (ISO) “FCAPS” acronym — Fault,
Configuration, Accounting, Performance and Security, through to the Information
Technology Infrastructure Library (ITIL) which divides the ITIL V2 framework into
two categories:

e Service Support which includes the:
o Service Desk function
o Incident management process
o Problem management process
o Configuration management process
o Change management process
o Release management process
e Service Delivery which includes the:
o Service Level management process
o Capacity management process
o IT Service Continuity management process
o Availability management process
o Financial management for IT services

Key to the core of configuration management and the entire ITIL framework is the
concept of the Configuration Management Database (CMDB) which stores and
maintains Configuration Items (Cls) and their inter-relationships.

The art of systems management is defining what is important — what is in-scope, and
perhaps more importantly, what is currently out-of-scope. The science of systems
management is then to effectively, accurately and reliably provide data to deliver your
systems management requirements. The devil really is in the detail here. A
“comprehensive” systems management tool that delivers a thousand metrics out-of-
the-box but which is unreliable and / or not easily configurable, is simply a recipe for a
project that is delivered late and over-budget.



For smaller projects or Small / Medium Business (SMB) organisations, a pragmatic
approach is often helpful. Many people will want a say in the definition of
management. Others, whose requirements may be equally valuable, may not know
“the art of the possible”. Hence, combining top-down requirements definition
workshops with a bottom-up approach of demonstrating “top 10” metrics that can
easily be delivered by a tool, can result in an iterative process that fairly quickly
delivers at least a prototype solution.

1.2 “Systems Management” for this paper
For the purposes of this paper, I shall define systems management as spanning:
e Configuration management
e Availability management
e Problem management
e Performance management

I shall further define “systems” to include local and wide-area networks, as well as
“PCs” and “Unix-like” systems. In my environment, I do not have mainframe or
proprietary midrange systems. “PC”s run a variety of versions of Windows. “Unix-
like” tends to mean a flavour of Linux rather than a vendor-specific Unix, though
there is some legacy IBM AIX and Sun Solaris.

2 Systems management tools

There are no systems management “solutions” for sale. The successful
implementation of systems management requirements is a combination of:

e Appropriate requirements definition

e Appropriate tools

e Skills to translate the requirements into customisation of tools
e Project management

e User training

e Documentation

In theory, the choice of tool should be driven by the requirements. In practise, this is
often not the case and a solution for one aspect of systems management in one area of
a business may become the de facto standard for a whole organisation.

There are good reasons why this might come about. It is not practical to run a
centralised Service Desk with a plethora of different tools. A Framework-based tool
with a centralised database, and a common look-and-feel across both Graphical User
Interface(GUI) and Command Line Interface (CLI), offering modules that deliver the
different systems management disciplines, is a much more cost-effective solution then



different piecemeal tools for different projects, especially when the cost of building and
maintaining skills and educating users is taken into account.

Tool integration is a large factor in the successful rollout of systems management.
The concept of a single Configuration Management Database (CMDB) that all tools
feed and use, is key to this.

A good tool delivers “useful stuff” easily out-of-the-box and provides a standard way to
then provide local customisation.

At its most basic, the “tool” is a compiler or interpreter (C, bash, ...) and the
“customisation” is writing programs from scratch. At the complex end of the spectrum,
the “tool” may be a large suite of modules from one of the big four commercial
suppliers, IBM, HP, CA and BMC. At the really complex end, is where you have
several of the big commercial products involved in addition to home-grown programs.

2.1 Choosing systems management tools

Every organisation has different priorities for the criteria that drive tool selection.
For the moment, let's leave aside the technical metrics and look at some of the other
decision factors:

e Kase of use — not just what demos well but what implements well in your
environment

e Skills necessary to implement the requirements versus skills available
e Requirements for and availability of user training

e Cost — all of it — not just licences and tin — evaluation time, maintenance,
training, ...

e Support — from supplier and/or communities
e Scalability

e Deployability — management server(s) ease of installation and agent
deployment

e Reliability
e Accountability — the ability to sue / charge the vendor if things go wrong

If accountability is high in your priorities and the software cost is a relatively low
priority then you are likely to choose one of the commercial offerings; however if you
have a well-skilled workforce, or one prepared and able to learn quickly, and overall
cost is a limiting factor, then Open Source offerings are well worth considering.
Interestingly, you can find offerings that suit all the other bullets above, from both the
commercial and the Open Source stables.



2.2 The advantages of Open Source

One attraction of Open Source to me is that you don't actually have to fund
“salesfolk”. Some costs do need to be invested in your own people to investigate the
offerings available, research their features and requirements, and participate in the
online fora that share experience around the globe. These costs may not be small but
at least the investment stays within the company and hopefully those people who have
done the research will then be a key part of the team implementing the solution. This
is often not the case if you purchase from a commercial supplier.

Open Source does not necessarily mean “you're on your own, pal!”. Most of the Linux
distributions have a free version and a supported version, where a support contract is
available to suit your organisation and budget. Several of the Open Source
management offerings have a similar model - but do ensure that the free version has
sufficient features for your requirements and is not just a well-featured “demo”.

All software has bugs in it. Ultimately, if you go Open Source, you have the source
code so you have some chance of fixing problems with local staff or buying in global
expertise — and that doesn't necessarily mean transporting a guru from Australia to
Paris. Open Source code is available to everyone so remote support and consultancy is
a distinct possibility. With the best will in the world, commercial organisations will
prioritise problem reports according to their criteria — not yours.

There are some excellent fora and discussion lists for commercial products - I have
participated in several of them for many years; some even have input from the support
and development teams; however, the source code is not open for discussion or
community development. With a very active Open Source offering, there tends to be a
much larger pool of developers and testers (ie. “us”) and the chance of getting problems
fixed may be higher, even if you cannot fix it yourself. I would emphasise very active
Open Source offerings — unless you really do have some very highly skilled local staff
that you are sure you are going to keep, it may be a risky choice to participate in a
small Open Source project.

3 Open Source management offerings

There are lots of different Open Source management offerings available. Many of them
rely on the Simple Network Management Protocol (SNMP) which defines both a
protocol for an SNMP manager to access a remote SNMP agent, and also defines the
data that can be transferred. SNMP data values that an SNMP manager can request,
are defined in Management Information Bases (MIBs) which can either be standard
(MIB-2) or can be “enterprise-specific” - in other words, each different manufacture
can provide different data about different types of device. Information events
emanating from an agent (typically problems) are SNMP traps. There are three
versions of the SNMP standard:

e V1 (1988) — still most prevalent. Significant potential security and performance
issues.



e V2(1993) — solved some performance issues. Never reached full standard
status.

e V3 (2002) — significantly improved performance and security issues. Much more
complex.

Of the Open Source management solutions available, some are excellent point
solutions for specific niche requirements. MRTG (Multi Router Traffic Grapher)
written by Tobi Oetiker, is an excellent example of a compact application that uses
SNMP to collect and log performance information and display it graphically. If that
satisfies your requirement, don't look any further — but it will not help you with
defining and collecting problems from different devices and then managing those
problems through to resolution.

An enhancement of MRTG is RRDTool (Round Robin Database Tool), again from Tobi
Oetiker. It is still fundamentally a performance tool, gathering periodic, numeric data
and displaying it but RRDTool has a database at its heart. The size of the database is
predetermined on creation and newer data overwrites old data after a predetermined
interval. RRD can be found embedded in a number of other Open Source management
offerings (Cacti, Zenoss, OpenNMS).

A further enhancement from RRDTool is Cacti which provides a complete frontend to
RRDTool. A backend MySQL relational database can be used behind the Round Robin
databases; data sources can be pretty-well any script in addition to SNMP; and there
is user management included. This is still a performance data collection and display
package, not a multi-discipline, framework, systems management solution.

Moving up the scale of features and complexity, some offerings are slanted more
towards network management (netdisco, The Dude); others towards systems
management (Nagios).

Some aim to encompass a number of systems management disciplines with an
architecture based around a central database (Nagios, Zenoss, OpenNMS).

Some are extremely active projects with hundreds of appends to maillists per month
(Nagios, Zenoss, OpenNMS, cacti); others have a regular but smaller community with
hundreds of maillist appends per year (netdisco).

Some are purely Open Source projects, typically licensed under the Gnu GPL (MRTG,
RRDTool, cacti) or BSD license (netdisco); some have free versions (again typically
under GPL) with extensions that have commercial licences (Zenoss). In addition to
free licences, several products offer support contracts (Zenoss, Nagios, OpenNMS).

Most are available on several versions of Linux; MRTG, RRDTool and cacti are also
available for Windows. The Dude is basically a Windows application but can run
under WINE on Linux.

Most have a web-based GUI supported on Open Source browsers. OpenNMS can only
display maps by using Internet Explorer.



4 Criteria for Open Source management tool selection

It is essential to define what is in-scope and what is out-of-scope for a systems
management project. A prioritised list of mandatory and desirable requirements is
helpful.

4.1 General requirements

For the purposes of this paper, here are my selection criteria.

4.1.1 Mandatory Requirements

Open Source free software

Very active fora / maillists

Established history of community support and regular fixes and releases
Integrated network and systems management including:

o Configuration management

o Availability management

o Problem management

o Performance management

Centralised, open database

Both Graphical User Interface (GUI) and Command Line Interface (CLI)
Easy deployment of agents

Scalability to several hundred devices

Adequate documentation

4.1.2 Desirable Requirements

10

Support for SNMP V3

User management to limit aspects of the tool to certain individuals
Graphical representation of network

Controllable remote access to discovered devices

Easy server installation

No requirement for proprietary web browsers

Scalability to several thousand devices

Good documentation

Availability of (chargeable) support



4.2 Defining network and systems “management”

The “Integrated network and systems management” requirement needs some further
expansion:

4.2.1 Network management

e Configuration

O

O

O

O

O

Automatic, controllable discovery of network Layer 3 (IP) devices
Topology display of discovered devices

Support for SNMP V1, V2 and preferably, V3

Ability to discover devices that do not support ping

Ability to discover devices that do not support SNMP

Central, open database to store information for these devices

Ability to add to this information

Ideally, ability to discover and display network Layer 2 (switch) topology

e Availability monitoring

O

O

O

O

O

Customisable “ping test” for all discovered devices and interfaces

SNMP availability test for devices that do not respond to ping (eg.
comparison of SNMP Interface administrative status with Interface
operational status)

Simple display of availability status of devices, preferably both tabular and
graphical

Events raised when a device fails its availability test
Ability to monitor infrastructure of network devices (eg. CPU, memory, fan )

Differentiation between device / interface down and network unreachable

e Problem

O

O

O

Events to be configurable for any discovered device
Central events console with ability to prioritise events
Ability to categorise events for display to specific users

Ability to receive and format SNMP traps for SNMP V1, V2 and preferably,
V3

Customisation of actions in response to events, both manual actions and
automatic responses

Ability to correlate events to find root-cause problems (eg. failure of a router
device is root cause of all interface failure events for that device)

e Performance

11



Regular, customisable monitoring of SNMP MIB variables, both standard
and enterprise specific, with data storage and ability to threshold values to
generate events

Ability to import any MIB
Ability to browse any MIB on any device

Customisable graphing of performance data

4.2.2 Systems management

Many of the criteria for systems management are similar to the network management
bullets above but they are repeated here for convenience.

e Configuration

O

O

O

O

O

O

O

Automatic, controllable discovery of Windows and Unix devices
Topology display of discovered devices

Support for SNMP V1, V2 and preferably, V3

Ability to discover devices that do not support ping

Ability to discover devices that do not support SNMP

Central, open database to store information for these devices

Ability to add to this information

e Availability monitoring

O

O

Customisable “ping test” for all discovered devices

Availability test for devices that do not respond to ping (eg. comparison of
SNMP Interface administrative status with Interface operational status,
support for ssh tests)

Ability to monitor customisable ports on a device (eg. tcp/80 for http servers)

Ideally the ability to monitor “applications” (eg. ssh /snmp access to monitor
for processes, wget to retrieve web pages )

Simple display of availability status of devices, preferably both tabular and
graphical

Events raised when a device fails any availability test

Ability to monitor basic system metrics — CPU, memory, disk space,
processes, services (eg. the SNMP Host Resources MIB)

e Problem

O

12
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Central events console for network and systems management events with
ability to prioritise events

Ability to categorise events for display to specific users

Ability to receive and format SNMP traps for SNMP V1, V2 and preferably,
V3

Ability to monitor Unix syslogs and Windows Event Logs and generate
customisable events

Ideally the ability to monitor any test logfile and generate customisable
events

Customisation of actions in response to events, both manual actions and
automatic responses

Ability to correlate events to find root-cause problems (eg. single-point-of-
failure router is root cause of availability failure for all devices in a network)

Performance

O

Regular, customisable monitoring of SNMP MIB variables, both standard
and enterprise specific, with data storage and ability to threshold values to
generate events

Ability to import any MIB
Ability to browse any MIB on any device
Ability to gather performance data by methods other than SNMP (eg. ssh )

Customisable graphing of performance data

4.3 What is out-of-scope?

In my environment, some things are specifically out-of-scope:

e Software distribution

Remote configuration

Remote control of devices

High availability of management servers

Application response time

In the next few sections of this document I will explore some of the niche products
briefly and then take a slightly more in-depth look at OpenNMS, Nagios and Zenoss.
These sections are not intended to be a full analysis of the products, more an “initial
impressions” and a comparison of strengths and weaknesses. Subsequent documents
will investigate Nagios, OpenNMS and Zenoss in more detail.
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5 A quick look at Cacti, The Dude and netdisco

Cacti, The Dude and netdisco do not meet my mandatory requirements; however they
are interesting niche solutions that were investigated during the tools evaluation
process. Cacti and netdisco were installed; The Dude was only Internet-researched.

5.1 Cacti

Cacti is a niche tool for collecting, storing and displaying performance data. It is a
comprehensive frontend to RRDTool, including the concept of user management.
Although the default method of data collection is SNMP, other data collectors,
typically scripts, are possible.

Data collection is very configurable and is driven by the Cacti Poller process which is
called periodically by the Operating System scheduler (cron for Unix). The default
polling interval is 5 minutes.

Devices need to be manually added using the Cacti web-based GUI. Basic information
such as hostname, SNMP parameters and device type should be supplied. Depending
on the device type selected (eg. ucd/net SNMP Host, Cisco Router), one or more default
graph templates can be associated with a device along with one or more default SNMP
data queries. In addition to the web-based GUI, configuration of Cacti can be done by
Command Line, using PHP which is a general-purpose scripting language especially
suited for web development.

Cacti now has support for SNMP V3.

For high-performance polling, Spine (used to be cactid) can replace the base cmd.php
polling engine. The user manual suggests that Spine could support polling intervals
of less than 60 seconds for at least 20,000 data sources.

Cacti is supported on both Unix and Windows platforms.

Get the Cacti User Manual from http://www.cacti.net/downloads/docs/pdf/manual.pdf .

Cacti has a very active user forum with hundreds of appends per month. There is also
a documented release roadmap going forward to 2nd quarter 2009.

Here are a few screenshots of Cacti to give a feel for the product.
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Figure 1: Cacti main Devices panel
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Figure 2: Cacti graph of interface traffic
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Figure 3: Cacti graph of memory for device bino

5.2 netdisco

netdisco was created at the University of California, Santa Cruz (UCSC), Networking
and Technology Services (NTS) department. It is interesting as a network
management configuration offering. It uses SNMP and Cisco Discovery Protocol
(CDP) to try and automatically discover devices. Unlike most other management
offerings, netdisco is Layer 2 (switch) aware and can both display switch ports and
optionally provide access to control switch ports.

It provides an inventory of devices that you can sort either by OS or by device model,
displaying all ports for a device. It also has the ability to provide a network map.
User management is included so you can restrict who is allowed to actively manage
devices. There is good provision of both command line interface and web-based GUI.

netdisco is supported on various platforms — it was originally developed on FreeBSD; I
built it on a Centos 4 platform.
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If your requirement is strictly for network configuration management and your
devices respond suitably to netdisco then this might be worth a try. I found it very
quirky as to what it would discover. It appears very dependent on the SNMP system
sysServices variable to decide whether a device supports network layer 2 and 3
protocols; if a device did not provide sysServices or didn't indicate layer 2 / 3, then
netdisco would not discover it. I also had very few devices supporting Cisco CDP so
the automatic discovery didn't work well for me. Although there is a file where you
can manually describe the topology, this would be a huge job in a sizeable network if
you had to hand-craft a significant amount of the network topology.

This project is not nearly so active as some of the other offerings discussed here
(around 500 appends to the users maillist in 2007) but there seems to be a steady flow.
Building the system was a fair marathon but the documentation is reasonably good.

Here are some screenshots of the main device inventory panel, plus the details of a
router and the details of a switch.
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Figure 4: Netdisco main device inventory display
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Figure 5: Netdisco details of router device
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Figure 6: Netdisco details of a switch device, including ports

5.3 The Dude

I put some research into The Dude as it apparently provides auto discovery of a
network with graphical map layout — something that is hard to find done well. From
the Open Source perspective though, it really doesn't qualify. It is basically a
Windows application though it can apparently run under WINE on Linux. It comes
from a company called MikroTik and their website says it is “free” but it is unclear
what the licensing arrangement is for The Dude. It has a very active forum.

It offers more than simply discovery and configuration as it can apparently monitor
links and devices for availability and graph link performance. It can also generate
notifications
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6 Nagios

Nagios evolved in 2002 out of an earlier systems management project called NetSaint,
which had been around since the late 1990s. It is far more a systems management
product, rather than a network management product. It is available to build on most
flavours of Linux / Unix and the installation has become much easier over the years.
The Nagios Quickstart document is reasonably comprehensive (although it misses a
few prerequisites that I found necessary like gd, png, jpeg, zlib, net-snmp and their
related development packages). I downloaded and built Nagios 3.0.1 on a SuSE 10.3
platform (hostname nagios3), and had it working inside half a day.

To start the Web Interface, point your browser at http:/nagios3/nagios/ . The
Quickstart document has you create some user ids and passwords — the default logon
for the Web console is nagiosadmin with the password you specified during
installation.

Here is a screenshot of the Nagios Tactical Overview display.
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http://nagios3/nagios/

6.1 Configuration — Discovery and topology

Nagios uses a number of files to configure discovery — out-of-the-box it will find
nothing. Samples are available, by default, in /usr/local/nagios/etc . The main
configuration file is nagios.cfg which defines a large number of parameters, most of
which you can leave alone at the outset.

Typically the main things to discover are “hosts” and “services”. These are defined in
an object-oriented way such that you can define host and service top-level classes with
particular characteristics and then define sub-classes and hosts that inherit from their
parent classes. Rather than having a single, huge nagios,cfg, it can reference other
files (typically in the objects subdirectory), where definitions for hosts, services and
other object types, can be kept. So, for example, /usr/local/nagios/etc/nagios.cfg may
contain lines such as:

cfg file=/usr/local/nagi os/etc/objects/hosts.cfg

cfg_file=/usr/local/nagi os/etc/objects/services.cfg

cfg file=/usr/local/nagi os/etc/objects/commands. cfg

Definitions of hosts are built up in a hierarchical manner so the top-level definitions
may look like the following screenshot. Note the “use” stanza to denote inheritance of
characteristics from a previous definition.
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f:l' jane@bino:~ - Shell - Konsole
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# Define host templates — these are not real hoststitt
# JC — template "generic-host" defined in templates.cfy

#define host{

it namne generic-host : The name of this host template

H nwotifications_enabled 1 : Host notifications are enahled

H euvent_handler_enabled 1 : Host event handler is enabled

[t flap_detection_enabled 1 ; Flap detection is enabled

it failure prediction_enabled 1 : Failure prediction iz enabled

tt process_perf data 1 : Process performance data

[t retain_status_information 1 : Retain status information across program restart:
[t retain_nonstatus_information 1 ; Retain non-status information across program resi
[t notification_period 249x7? ; Send host notifications at any time

1 max_check_attempts 4 ; Check each Linux host 10 times (max)

it register o ; DONT REGISTER THIS DEFINITION - ITS NOT A REAL HU
PLATE?

it i

tt Linux host definition template — This is NOT a real host, just a templatet

tdefine host{

[t name linux—=server ; The name of this host template

it use generic-host : This template inherits other values from the gene
ate

t check_period 24x7 : By default, Linux hosts are checked round the clc
[t check_interval 5 : Actively check the host every 5 minutes

1 retry_interval 1 : S5chedule host check retries at 1 minute interval:
1 max_check_attempts 10 ;: Check each Linux host 10 times (max)

H check_command check-host-alive ! Default command to check Linux hosts

[t notification_period workhours ; Linux admins hate to be woken up, so we only noti
day

it : Note that the notification_period variable is bei
from

t ; the value that is inherited from the generic-hosi
[t notification_interval 120 ; Rezend notifications every 2 hours

1 notification_options d,u,r : Only send nwotifications for specific host states
it contact_groups adnins : Notifications get sent to the admins by default
t register o ; DONT REGISTER THIS DEFINITION - ITS NOT A REAL HU
PLATE?

it i

I;’ignitre 8 Nagios hosts.cfg top-level definitions

Host availability parameters are shown in the screenshot above:

e check_period (24x7)
e check_interval (5 mins)
e retry interval (1 min)

e max_check_attempts (10)

e check command (check_host_alive which is based on check_ping)
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define host{

namne host_10.191 ; hosts on the 10.191 netuwork

use generic-host ; inherits from generic-host

parents bino ; bino is the router from 10

check_command check-host-alive

contact_groups admins

register 0 ; DONT REGISTER THIS DEFINITION - ITS NOT A REAL HOST, JUST

¥

define host{

nane host_172.31.100.32 ; hosts on the 172.31.100.32 network
use generic-host ; inherits from generic-host
parents group—100-r3 5 group-100-r3 is the router from 172.31.100.32
check_comnmand check-host-alive
contact_groups admins
register 0 ; DONT REGISTER THIS DEFINITION - ITS NOT A REAL HOST, JUST
¥
define host{
name host_172.30.100 @ hosts on the 17Y2.30.100 netuwork
use generic-host ; inherits from generic-host
parents group—100-r1 ; group-100-r1 is the router from 172.31.100.32
check_comnmand check-host-alive
contact_groups adnins
register 0 ; DONT REGISTER THIS DEFINITION - ITS NOT A REAL HOST, JUST
¥

i
Figure 9: Nagios hosts.cfg showing host template definitions

Subsequent definitions of sub-groups and real hosts will follow. Note the use of the
“parents” stanza to denote the network node that provides access to the device. This
means that Nagios can tell the difference between a node that is down and a node that
is unreachable because its access router is down.
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i
ft Now start defining real hosts
#t Hosts on the 10.191 network

define host{

host_name group—100-r1

use host_10.191 ; Mame of host template to use
alias group—-100-rl1.class.example.org

address group—-100-rl1.class.example.org

¥

#t Hosts on the 172.16.100.32 network

define host{

host_name group—100-r3 3
use host_172.31.100.32
parents group—100—rZ
alias group-100-r3.class.example.org
address group-100-r3.class.exanple.org
H

define host{
host_name group—100-=s1 3
use host_172.31.100.32
alias group—100—=1.class.example.org
address group-100-sl1.class.example.org
¥

Figure 10: Nagios hosts.cfg file showing real host definitions

Hosts can be defined to be a member of one or more host groups. This then makes
subsequent configuration more scalable (for example, a service can be applied to a host
group rather than to individual hosts). Host groups are typically defined in hosts.cfg.

#

# HOST GROUPS

#

FHERIEIEE B R R T B R R S R R I R R
FHERIEIE R SR R R R R I R R R R

# create more than ome hostgroup.

define hostgroup{
hostgroup_name routers
alias routers
members bino, group-100-ri, group-106-r2, group-100-r3
¥

define hostgroup{
hostgroup_name nagios
alias nagios
members nagios, nagiosd
T

define hostgroup{
hostgroup_name servers
alias SErvers
members bino, tino, server, nagios, nagios3
¥

define hostgroup{
hostgroup_name clients

alias clients
members group—100-s1, group-100-cl, group-100-cZ, group-100-c3, group-100-al
T

define hostgroup{
hostgroup_name raddle
alias raddle
members server, group-100-rl, group-100-rZ, group-100-r3, group-100-s1, group—100-cl, group-100—cZ, group-100-c3, group-100-al
¥

Figure 11: Nagios hosts.cfg host group definitions
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Host groups are also used in the GUI to display data based on host groups.
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Figure 12: Nagios Host group summary

Whenever changes have taken place to any configuration file, the command:
/etc/init.d/nagios reload

should be used. This does not stop and start the Nagios processes (use stop | start |
restart | status to control the background processes) — the reload parameter simply re-
reads the configuration file(s). There is also a handy command to verify that your
configuration files are legal and consistent, before actually performing the reload:

/usr/local/nagios/bin/nagios -v /usr/local/nagios/etc/nagios.cfg

All objects to be managed need defining in the Nagios configuration files — there is no
form of automatic discovery; however the ability to create object templates and thus
an object hierarchy, makes definitions flexible and easy, once you have defined your
hierarchies.
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A great benefit of this configuration file is the ability to denote the network devices
that provide access to specific nodes (parent / child relationship). This means that a
map hierarchy can be displayed and also means that node reachability is encoded. If,
for example, all nodes on the 172.31.100.32 network inherit from a template that
includes a “parents  group-100-r3” stanza, when group-100-r3 goes down then
Nagios knows that all nodes in that network are unreachable (rather than down).
Defining multiple parents for a meshed network seemed problematical though.

Nagios automatically generates a topology map, based on the the “parents” stanzas in
the configuration files. Colour-coding provides status for nodes.
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Figure 13: Nagios Status map

6.2 Availability monitoring

Nagios availability monitoring focuses much more on systems than on networks .
Nagios provides a large number of official plugins for monitoring; in addition there are
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other community plugins available, or you can write your own. The official plugins
should be installed alongside the base Nagios. The executables can be found

in /usr/local/nagios/libexec (use <plugin name> --help for usage on each plugin). The
official plugins include:

check_ping configurable ping test with warning & critical thresholds
check_snmp generic SNMP test to get MIB OIDs & test return values

check_ifstatus check SNMP ifOperStatus against ifAdminStatus for all
Administratively up interfaces

check_ssh check that the ssh port can be contacted on a remote host
check_by_ssh use ssh to run command on remote host
check_nt check Windows parameters (disk, cpu, services, etc..). Needs

NSClient++ agent installed on Windows targets

check_nrpe check remote Linux parameters (disk, cpu, processes, etc..).
Needs NRPE agent installed on Unix / Linux target

Nagios has two separate concepts — host monitoring and service monitoring and there
is a known relationship between the state of the host and the state of its services.

Host monitoring is a reachability test and will generally use the check_ping Nagios
plugin. If you have devices that support SNMP but do not support ping (perhaps
because there is a firewall in the way that blocks ping), then the check_ifstatus plugin
works well to test all interfaces on a device and compares the SNMP administrative
status with the operational status. Host monitoring is defined in the Nagios
configuration files with the “check_command” stanza, where typically this is defined
at a high level of the host definition hierarchy but can be overridden for sub-groups or
specific hosts. For example, in hosts.cfg:

define host {

host _nane group- 100-al

use host 172.31.100 ;Inherits fromthis parent class
parents gr oup- 100-r 2 ;This is nfwroute to device

al i as group- 100- al. cl ass. exanpl e. org

addr ess group- 100- al. cl ass. exanpl e. org

check_command check_i f st at us ; SNMP st atus check, not ping

}

A summary of host status is given on the “Tactical Overview” display. The “Host
Detail” display then gives further information for each device. The hosts monitored
using check_ping show the Round Trip Average (RTA). Note that group-100-al is
monitored using the check_ifstatus plugin so shows different Status Information.
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@ Nagios - Mozilla Firefox o] [x |
File Edit View History Bookmarks Tools Help |

E&-- ¢ (i "N nttp //nagios3/nagios/ [~[®] G-

[ group-100-a1 class.exa... N Nagios &
AUIU -

moe Current Network Status Host Status Totals Service Status Totals
Last Updated: Wed Jul 2 12:05:11 BST 2008 1 l : ;
Updated every 30 seconds = - 5 —t —
Nagios® 3.0.1 - www nagios org " - 0 U 32 U 0 _ 0
Logged in as nagiosadmin

Miew Service Status Detail For All Host Groups 2 13 3 £
v

ocumentation

Wiew Status Overnview For All Host Groups
View Status Summary For All Host Groups
View Status Grid For All Host Groups

Host Status Details For All Host

Groups
% status Map L
#3-D Status Map bino 33 UP 02-07-2008 12:02:08 1d 23h 34m 42s PING OK - Packet loss = 0%, RTA = 0.30 ms
®'5ervice Problems CK: host ‘group-100-al.class.example.org’, interfaces up: 2, down: O, dormant: 0, excluded: 0,
8 b group-100-a1 R UP 02-07-2008 12.04:08 0d Oh 2Bm Bs - '
®Host Problems group-100-ct IR UP 02-07-2008 12:00:15 0d 3h 9m53s  PING OK - Packet loss = 0%, RTA = 14280 ms
®Unhandled
S notwork Outages  EETSIIESE AV 02-07-2008 12:04:25 04 3h 9m 335 PING OK - Packst Ioss = 0%, RTA = 21636 ms
Giniks group-100-c3 I UP 02-07-2008 12:02:55 0d 3h 9m 33s  PING OK - Packet loss = 0%, RTA = 113.08 ms
_ qroup-100-r1 54 UP 02-07-2008 12:01:25 Od 4h 37m 155 PING OK - Packet loss = 0%, RTA = 24.50 ms
group-100-2 A UP 02-07-2008 12:01:05 0d 3h 15m 55 PING OK - Packet loss = 0%, RTA = 856 ms
® Comments group-100.3 R UP 02-07-2008 12:03:25 0d 3h 9m 43s  PING OK - Packet loss = 0%, RTA = 134 61 ms
®Downtime aroup-100-s1 I UP 02-07-2008 12:02:55 0d 3h 9m 33s  PING OK - Packet loss = 0%, RTA = 121.06 ms

% Process Info

TEHATRIMIN 3c-06-2008 20:46:43 B3d 18h 56m 41s CRITICAL - Host Unreachable (nagios. skills-1st.co.uk)

. f_::::'t‘lm:;(;:;{:; nagios3  JRUP 02-07-2008 12:04:35 63d 23h 13m 7s  PING OK - Packet loss = 0%, RTA = 0.05 ms

- semver T 02-07-2008 12:00.05 63d 23h 12m §Bs PING OK - Packet loss = 0%, RTA = 056 ms
RS {5 WA 02-07-2008 12:02:28 69d 23h 9m s CRITICAL - Host Unreachable (tino. skills-1 st co.uk)
®Trends
® Availability 13 Matching Host Entries Displayed

Availability monitoring, especially for “computers” rather than network devices, can
mean many things. Nagios provides many plugins for port monitoring, including
generic TCP and UDP monitors. The check_snmp plugin could be used to check
SNMP parameters from the Host Resources MIB (if a target supports this). Nagios
also provides remote agents, NSClient++ for Windows and NRPE for Unix / Linux
systems, which provide a much more customisable definition of system monitoring.

Services are typically defined in services.cfg. As with host definitions, services can be
defined in a class hierarchy where characteristics of an object are inherited from its
parent.
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# Generic service definition template - This is NOT a real service, just a template?
# JC - generic-service defined in templates.cfy, which also defines local-service

ttdefine serviced
it name generic-service : The 'name’ of this seruice template

# active_checks_enabled 1 ; Active service checks are enabled
i passive_checks_enabled 1 ; Passive service checks are enabled-saccepted
it parallelize_check 1 ; Active service checks should be parallelized (disabling this

erformance problems)

i obsess_over_service 1 : We should obsess over this service (if necessary)

# check_freshness 0] ; Default is to NOT check service ’freshness’

1 notifications_enabled 1 ; Service notifications are enabled

# event_handler_enabled 1 ; Service event handler is enabled

i flap_detection_enabled 1 : Flap detection is enabled

t failure_prediction_enabled 1 ; Failure prediction is enabled

t process_perf_data 1 ; Process performance data

tt retain_status_information 1 : Retain status information across program restarts

# retain_nonstatus_information 1 : Retain non-status information across program restarts

# is_volatile 0] ; The service is not volatile

it check_period Z29x7 ; The service can be checked at any time of the day

# max_check_attempts 3 : Re—check the service up to 3 times in order to determine its
it normal_check_interval 10 ; Check the service every 10 minutes under normal conditioms
# retry_check_interval 2 ; Re—check the service every two minutes until a hard state ce
t contact_groups admins : Notifications get sent out to everyone in the 'admins’ grouyp
tt notification_options w,u,c,r ; Send notifications about warning, unknown, critical, and rec
t notification_interval 60 ; Re-notify about service problems every hour

t notification_period 247 ; Notifications can be sent out at any time

t register 0 ; DDNT REGISTER THIS DEFINITION - ITS NOT A REAL SERVICE, JUS1
it ¥

#t Local service definition template — This is NOT a real service, just a template?

ttdefine service{

it name local-service ; The name of this service template

t use generic-service ; Inherit default values from the generic-service definition
# max_check_attempts 4 : Re—check the service up to 4 times in order to determine its
# normal_check_interval 5 ; Check the service every 5 minutes under normal conditions

# retry_check_interval 1 : Re—check the service every minute until a hard state can be
t register 0 ; DDONT REGISTER THIS DEFINITION - ITS NOT A REAL SERVICE, JUS1
it ¥

tt service definition template for ping check - This is NOT a real service, just a templatet

define service{

name ping—service ; The name of this service template

use generic-service ; Inherit default values from the generic-service definition
max_check_attempts 4 ; Re-check the service up to 4 times in order to determine its
normal_check_interval a5 ; Check the service every 5 minutes under normal conditions
retry_check_interval 1 : Re—check the service every minute until a hard state can be d
register o] : DONT REGISTER THIS DEFINITION - ITS NOT A REAL SERVICE, JUST
¥

[

Figure 15: Nagios service.cfg top-level objects

Again, note the check_period,max_check_attempts, normal_check_interval and
retry_check_interval stanzas. More specific service definitions can be then be defined,
inheriting characteristics of parents through the “use” stanza:
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@ jane@bino:~ - Shell - Konsole <3>

Session Edit View Bookmarks Settings Help

# Define a service to "ping" non-raddle machines

define =servicei

use ping—service ; Name of service template to use
hostgroup_nane SErVErs

service_description PING

check_command check_pingt200.0,20:21500.0,60:

¥

# Define a service to "ping" raddle machines - longer ping return—trip time

define service{

use ping—service ; Name of service template to use
hostgroup_nane raddle

service_description PING

check_command check_ping 1300.0,2Z01500.0,60

¥

i Define a service to check the disk space of the root partition
it on the local machine. MWarning if < 10x free, critical if
it < 5~ free space on partition.

define =zerviced

use local-service ; Name of service template to use
host_name nagios3

service_description Root Partition

check_commnand check_local_disk?!10x 5.t/

¥

B Define a service to check DNS resolution for www.skills-1st.co.uk on bino
#t The name to look up is defined in the check_dns stanza in commands.cfg
tt The host_name parameter here is the DNS server to use in a local nslookup command (ie. bino)d

define =zerviced

use local-service ; Name of service template to use
host_namne bino

service_description DN3 Check

check_comnmnand check_dns

¥

it Define a service to check SNHF on bino

define service{

use generic-service ; Mame of service template to use
host_name bino

service_description SNMP Check

check_command check_snmp?!-C public —o sysUpTime.O

¥

Figure 16: Nagios services.cfg showing specific services

Note that services can be applied either to groups of hosts (hostgroup_name) or to
specific hosts (host_name).

As with hosts, it is possible to create groups of services to improve the flexibility of
configuration and the display of services.

Also note that some services run commands that are inherently local to the Nagios
system eg. check_local_disk. The check_dns command runs nslookup on the Nagios
system but the host_name parameter can be used to specify the DNS server to query
from. The commands are actually specified in the configuration file commands.cfg,
which, in turn, calls executable plugins in /usr/local/nagios/libexec .
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| @ Nagios - Mozilla Firefox

i! File Edit View History Bookmarks Tools Help

| i =
|‘ E@-»-&

N hitp://nagios3/nagios/
@ [ OpenNMS Web Cansole

Current Network Status
Last Updated: Wed Jul 30 12:07:37 BST 2008

Updated S0 d F T
pdated every 90 seconds 7 - 5

Host Status Totals

Nagios® 3.0.1 - www nagios.org
Logged in as nagiosadmin

Wiew History For all hosts r 2 r 3
View Motifications For All Hosts
View Host Status Detail For All Hosts

Hosts

rvicegroup summariiee DNS Check  (OK 30-07-2008 12:05:18 22d 1h53m 1s 112

#servicegroup Grid
®Status Map PING oK 30.07-2008 12:06:55 97d 23h 17m 165 1/4
#3-D Status Map SNMP Check  [OK 30-07-2008 12:00:27 20d 17h 45m 525 113
rvice Problems qroup-100-c1 PING oK 30-07-2008 12:05:50 0d Oh 41m 475 1/4

#unhandled
group-100-c2 PING oK 30-07-2008 12:03:36 0d 1h 24m 1s 144
#Network Outages @oup-100-c3 PING OK 30-07-2008 12:03:13 0d 1h 14m 245 1/4
qroup 1001 PIN oK 30.07-2008 12:03:59 0d 2h 3m 38s 1/
Qroup-100-2 PIN oK 30-07-2008 12:05:45 0d 2h 1m 525 1/4
qroup-100-r3 PIN oK 30-07-2008 12:04:22 0d Oh 58m 155 1/4
qoup-100-s1 PIN 0K 30-07-2008 12:06:08 0d 1h 41m 295 1/4
Seiamiss 7] ERTGANNN 30-07-2008 12:04:16 220 2h S0m 35 144
Cre) 5 i
Schaduling:Quaus nagios3 Curent Load  [G 30-07-2008 12:04:25 97d 23h 14m 465 112
Reporting Current Users  OK 30-07-2008 12:06:11 97d 23h 13m 0s 12
~—— PING oK 30-07-2008 12:02:48 97d 23h 16m 235 1/4
ks Root Parfition [OK 30-07-2008 12:07:24 97d 22h 56m 375 172
Lotal oK 30-07-2008 12:06:20 97d 22h 54m 51s 112
Processes

server PING oK 30.07-2008 12:07:29 0d 1h 20m Bs  1/4

ENG o ERITGAMIN 30-07-2008 101001 224 1h 54m 18s 144

Configuration

® ¥iew Config 18 Matching Service Entries Displayed

Service Status Details For All

DNS OK: 0.014 seconds response time. www skills-1st.co.uk
returns 212.74.28 155

PING OK - Packet loss = 0%, RTA=042 ms
SHMP OK - Timeticks: (14430143) 1 day, 16:15:01.43

PING OK - Packet loss = 0%, RTA=109.91 ms
PING OK - Packet loss = 0%, RTA=72.81 ms

PING OK - Packet loss = 0%, RTA= 139.93 ms
PING OK - Packet loss = 0%, RTA=7 48 ms

PING OK - Packet loss = 0%, RTA = 140.70 ms
PING OK - Packet loss = 0%, RTA=72.29 ms

PING OK - Packet loss = 0%, RTA=70.92 ms
CRITICAL - Host Unreachable (nagios. skills-1st.co.uk)

Ok - load average: 0.01, 0.02, 0.00

USERS OK - B users currently logged in

PING OK - Packet loss = 0%, RTA=0.06 ms
DISK QK - free space: / 788 MB (16% inode=E9%)

PROCS OK: 46 processes with STATE = RSZDT

PING OK - Packet loss = 0%, RTA= 053 ms

CRITICAL - Host Unreachable (tino. skills-1st.co uk)

Figure 17: Nagios Service detail

Service dependencies are an advanced feature of Nagios that allow you to suppress
notifications and active checks of services based on the status of one or more other

services (that may be on other hosts).

Both host and service monitoring can be configured to generate events on failure (and

this is the default).

6.3 Problem management

Nagios's event system displays events generated by Nagios's own host and service

monitors. There is no built-in capability to collate events received as SNMP TRAPs or

syslog messages. When an event is generated, it can be configured so that
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notification(s) are generated to one or more users or groups of users. It is

also possible

to create automated responses to events (typically scripts).

Note that Nagios tends to use the terms event and alert interchangeably.

6.3.1 Event console

The Nagios Event Log is displayed from the left-hand menu:

[ @ Nagios - Mozilla Firefox leealim

File Edit View History Bookmarks Tools Help

group Sumim
roup Grid
atus Map
#3-D status Map

rvice Problems
#Unhandled
® Host Pro
® Unhand|

® comments
wntime

Scheduling Queue

Reporting

®Trends

fj N http://nagios3/nagios/ -| B

[Gl-|

LI OpeniWS Web Console A State Types

Log File ™ Older Entries First: ]
Current Event Log B
Last Updated: Thu Jul 31 12:11:40 BST 2008 ;“}%5‘ Navigation Update
Nagios® 3.0.1 - www.nagios.org e Thu Jul 31 00:00:00
Logged in as nagiosadmin BS-'; 2008
o
Present..

File: /usr/local/nagiosfvar/nagios.log

July 31, 2008 11:00

0[31-07-2008 11:54:36] Auto-save of retention data completed successfully

July 31, 2008 10:00

e [31-07-2008 10:54:36] Auto-save of retention data completed successfully

@ [31-07-2008 10:37:16] SERVICE ALERT: group-100-s1;PING; OK;HARD; 1;PING OK - Packet loss = 0%, RTA=69.70 ms
@ [31-07-2008 10:37:06] SERVICE ALERT: group-100-r1;PING; OK;HARD; 1;PING OK - Packet loss = 0%, RTA=12.17 ms
@ [31-07-2008 10:36:26] SERVICE ALERT: group-100-c3;PING; OK;HARD; 1;PING OK - Packst loss = 0%, RTA = 109.75 ms

@[31—07—2008 10:36:16] HOST ALERT: group-100-a1;UP;HARD; 1, 0K host 'group-100-al.class.example.org', interfaces up: 2, down: 0, dormant: O, excluded: O,
unused: 0
: (31-07-2008 10:36:06) HOST MOTIFICATION: nagiosadmin;group-100-r1;UP; notify-host-by-email, PING OK - Packet loss = 0%, RTA = 17.06 ms

@‘[31—07—2008 10:36:06] HOST ALERT: group-100-r1;UP;HARD;1,PING CK - Packet loss = 0%, RTA=17.06 ms
@ [31-07-2008 10:35:56] SERVICE ALERT: group-100-c1;PING; OK;HARD; 1, PING OK - Packet loss = 0%, RTA = 76.80 ms

1-07-2008 10:35:56] HOST MNOTIFICATION: nagiosadmin;group-100-r2; UP; notify-host-by-email, PING OK - Packet loss = 0%, RTA=63.72 ms
@ [31-07-2008 10:35:56] HOST ALERT: group-100-12;UP;HARD;1;PING OK - Packet loss = 0%, RTA=63.72 ms
.‘ [31-07-2008 10:35:56] HOST MOTIFICATION: nagiosadmin; group-100-s1;UP; notify-host-by-email, PING OK - Packet loss = 0%, RTA=70.50 ms
@ [31-07-2008 10:35:56] HOST ALERT: group-100-s1;UP;HARD;1;PING OK - Packet loss = 0%, RTA =70.50 ms
‘ [31-07-2008 10:35:56] HOST MOTIFICATION: nagiosadmin; group-100-c3;UP; notify-host-by-email, PING OK - Packet loss = 0%, RTA=65.99 ms
@ [31-07-2008 10:35:56] HOST ALERT: group-100-c3;UP;HARD;1,PING OK - Packet loss = 0%, RTA = 65.99 ms

2 [31-07-2008 10:35:566] HOST MCOTIFICATION: nagiosadmin;group-100-c2;UP; notify-host-by-email PING OK - Packet loss = 0%, RTA=E7.17 ms
@ [31-07-2008 10:35:56] HOST ALERT: group-100-c2;UP;HARD;1;PING Ok - Packet loss = 0%, RTA =67.17 ms
: [31-07-2008 10:35:56] HOST MOTIFICATION: nagiosadmin;graup-100-c1;UP;notify-hast-by-email, PING OK - Packet loss = 0%, RTA = 66.76 ms
@ [31-07-2008 10:35:56] HOST ALERT: group-100-c1;UP;HARD;1;PING OK - Packet loss = 0%, RTA = B6.76 ms
@ [31-07-2008 10:35:56] SERVICE ALERT: group-100-r2;PING; OK;HARD; 1;PING OK - Packet loss = 0%, RTA=78.73 ms
@ [31-07-2008 10:35:46] SERVICE ALERT: group-100-c2;PING; OK;HARD; 1;PING OK - Packet loss = 0%, RTA=72.91 ms

: [31-07-2008 10:35:46] HOST NCTIFICATION: nagiosadmin;group-100-r3; UP; notify-host-by-email, PING OK - Packet loss = 0%, RTA =74.60 ms
@‘ [31-07-2008 10:35:46] HOST ALERT: group-100-r3;UP;HARD;1,PING OK - Packet loss = 0%, RTA =74.60 ms
@ [31-07-2008 10:35:36] SERVICE ALERT: group-100-r3;PING; OK;HARD;1;PING OK - Packet loss = 0%, RTA = 141.22 ms
.‘ 31-07-2008 10:17:36] HOST MOTIFICATION: nagiosadmin; group-100-c1; UNREACHABLE; notify-host-by-email; CRITICAL - Host Unreachable

:(grnup-mf]-m class example. org)
- .[31—07—2008 10:17:36] HOST ALERT: group-100-c1; UNREACHABLE;HARD; 4;CRITICAL - Host Unreachable {group-100-c1.class.example.org)

ol [31-07-2008 10:17:261 HOST NOTIFICATION: nagiosadmin:aroun-100-s1: UNREACHABLE: notifv-hast-bv-email: CRITICAL - Host Unreachahble

i @ Next @ Previous LiHighlight all Match case 4 Phrase not found

Figure 18: Nagios Event Log

By default, the event log is displayed in one-hourly sections. The log shows the event
status and also shows whether a Notification has been generated (the megaphone
symbol). This display is effectively simply showing /usr/local/nagios/var/nagios.log.
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Under the Reporting heading on the left-hand menu, there are further options to

display information on events (alerts). The Alert History is effectively the same as the

Event Log. The Alert Histogram produces graphs for either a host or service with

customisable parameters.

| File Edit View History Bookmarks Tools Help

._L‘ N hitp://nagios3/nagios/ * | G
& | [ OpenhivMs Web Console D State Types

Host Alert Histogram

Last Updated: Thu Jul 31 12:42:32 BST 2008
MNagios® 3.0.1 - www.nagios.org

Logged in as nagiosadmin

® Home )

® Documentation Step 3: Select Report Options

® Tactical Overview

% gervice Detail

® Host Detail

® Hostgroup Overviey o =

% Hostgroup Summar: Start Date (Inclusive): r‘-JUly' __'j h E_AOOS
® Hostgroup Grid
[ )

Servicegro : End Date (Inclusive): | July ~Ipp1  |ooos

Report Period: |Last 7 Days __vj

If Custom Report Period ...

% status Map
®3-p status Map Statistics Breakdown: |Da‘y of the Month :_g

® Service Problems

® Unhandled
* Host Problems T
® Unhandled State Types To Graph: |Hard and soft states ~|

®Network Outages

Events To Graph: | All host events -

i Assume State Retention: IYes A

_____| Initial States Logged: [No  ~|

® comments Ignore Repeated States: INO |
®Downtime

®process Info Create Report |

ormance Info
® scheduling Queue

Reporting

® Trends

® Availability

® Alert Histogram
® Alert History

® Alert Summary
® Motifications

® Event Log

Figure 19: Nagios Configuration for Alert Histogram

Note in the figure above that a host / service selection has already been prompted for
and, having selected “host”, the specific host has been supplied. The following figure
shows the resulting graph. Note the blue links towards the top left of the display
providing access to a filtered view of the events log ( View History for this Host) and to
notifications for this host.
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iew Status Detail For This Host
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Figre 20: Nagios Alert Histogram for host group-100-r1
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==

The Alert Summary menu option can provide various reports, specific to hosts or

services.
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Last Updated: Thu Jul 31 13:02:07 BST 2008
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Logged in as nagiosadmin
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®Host Detail

ervice Problems
Unhandled
® Host Problems
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Reporting

®Trends
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® Alert Histogram
% Alert History

i & Next @ Previous LiHighlight all
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Create Summary Report! i

Custom Report Options:

Report Type
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| Host and Service Alerts ~|
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|25

Create Summary Reportl I

& Phrase not found

Figure 21: Nagios Alert Summary configuration options

Limiting the report to a specific host, group-100-r1, produces the following report.
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Alert Summary Report

Last Updated: Thu Jul 31 13:08:02 BST 2008
Nagios® 3.0.1 - www nagios. org

Logged in as nagiosadmin

24-07-2008 13:08:02 to 31-07-2008

13:08:02
Duration: 7d Oh Om Os

31-07-2008 10:37:06 Service Alert group-100-r1 PIN

A State Types

Most Recent Alerts For Host
‘group-100-r1"

OK HARD
31-07-2008 10:36:08 Host Alert  group-100-ri N/A U HARD
31-07-2008 10:17:26 Host Alert  group-100-ri N/A | TSSIEIN HARD
31-07-2008 10:17:08 Service Alert group-100-ri PING [ GRITIGAE HARD
31-07-2008 10:16:16 Host Alert  group-100-ri /A~ SN SOFT
31-07-2008 10:15:08 Host Alert  group-100-r1 N/A | ETENIRIN soF T
31-07-2008 10:14:06 Host Alert  group-100-ri N/A | TSR SOF T
30-07-2008 15:07:08 Service Alert group-100-r1 PING ~ [BK SOFT
30-07-2008 15:06:16 Service Alert group-100-rl PING [ GRITIGAE SOFT
30-07-2008 15.05:08 Service Alert group-100-r1 PING | EEITIEEE SOF T
30-07-2008 14:00:16 Host Alert  group-100-r1 WA UP SOFT
30-07-2008 14:00:08 Service Alert group-100-r1 PING ~ BK SOFT
30-07-2008 13:59:36 Host Alert  group-100-ri N/A USRI SOF T
30-07-2008 13.59:18 Service Alert group-100-rl PING [ SRITIEEE SOFT
30-07-2008 13:56:18 Host Alert  group-100-rt A UP SOFT
30-07-2008 13:55:56 Host Alert  group-100-ri N/A TSN sOF T
30-07-2008 10:04: 11 Service Alert group-100-rl PING ~ OK HARD
30-07-2008 10:03:01 Host Alert  group-100-r1 NA DR HARD
30-07-2008 10:02:11 Host Alert  group-100-ri N/A | TSR HARD
30-07-2008 10:00:31 Host Alert  group-100-ri N/A | ESUSIRIN sOF T
30-07-2008 09:59:11 Service Alert group-100-ri PING [ GRITIGAE HARD
30-07-2008 09:59:01 Host Alert  group-100-r1 h/A  EIGHINIEIN SOFT
30-07-2008 09.57:21 Host Alert  group-100-rt N/A | TSR sOF T
@ Next @ Previous LiHighlight all [ Match case

x| B |G-

Report Options Summary:

Alert Types:  Host & Senvice Alerts
State Types:  Soft & Hard States
Host States: Up, Dowin, Unreachable

Service States: Ok, Warning, Unknown, Critical

Generate MNew Report

Displaying all 23 matching alerts

PING OK - Packet loss = 0%, RTA=12.17 ms

PING OK - Packet loss = 0% RTA = 17 .06 ms

CRITICAL - Host Unreachable (group-100-r1.class.example.org)
CRITICAL - Host Unreachable (group-100-r1.class.example.org)
CRITICAL - Host Unreachahble (group-100-r1.class.example.org)
CRITICAL - Host Unreachable (group-100-r1.class.example.org)
CRITICAL - Host Unreachable (group-100-r1 class example.org)
PING OK - Packet loss = 0%, RTA=T745ms

PING CRITICAL - Packet loss = 44%, RTA = 6298.01 ms

PING CRITICAL - Packet loss = 0%, RTA = 849.55 ms

PING OK - Packet loss = 0%, RTA=9896 ms

PING OK - Packet loss = 0%, RTA=T749ms

CRITICAL - Host Unreachable (group-100-r1.class.example.org)
PING CRITICAL - Packet loss = 100%

PING OK - Packet loss = 0%, RTA=431 ms

PING CRITICAL - Packet loss = 79%, RTA = 2110140 ms
PING OK - Packet loss = 0%, RTA=573ms

PING OK - Packet loss = 0%, RTA=8.13ms

(Host Check Timed Out)

(Host Check Timed Out)

PING CRITICAL - Packet loss = 100%

(Host Check Timed Out)

(Host Check Timed Out)

& Phrase not found

Figure 22: Nagios Alert Summary for group-100-r1

6.3.2 Internally generated events

Nagios has the concept of soft errors and hard errors to allow for occasional glitches in
host and service monitoring. Any host or service monitor can specify or inherit
parameters for the check interval under OK conditions, the check interval under non-
OK conditions and the number of check attempts that will be made.

e Host parameters

o check_interval
o retry_interval

o max-check_attempts

e Service parameters

o normal_check_interval

o retry_check_interval
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default 10 mins

default 2 mins

default 5 mins (check interval when host OK)
default 1 min (check interval when host non-OK)

default 4 (number of attempts before HARD event)




o max_check_attempts default 3 (number of attempts before HARD event)

When a non-OK status is detected, a soft error is generated for each sampling interval
until max_check_attempts are exhausted, after which a hard event will be generated.
At this point, the polling interval reverts to the check_interval rather than the
retry_interval.

'@ Nagios - Mozilla Firefox L] [2¢
File Edit View History Bookmarks Tools Help

N hitp://nagios3/nagios/ x| ] G-
LI OpeniS Web Console A Object Definitions -
.[dl-U(-zUUtﬁ T 2B HOST ALERT: group-TO0-sT, UNREAUHABLE;HARL, &, CRITIUAL - Host Unreachable {group-TUU-sT.class. example.org) F

1-07-2008 10:17:26] HOST NOTIFICATION: nagiosadmin;group-100-c3; UNREACHABLE; notify-host-by-email, CRITICAL - Host Unreachable
(group-100-c3.class.example.org)
‘[31 -07-2008 10:17:26] HOST ALERT: group-100-c3; UNREACHABLE;HARD; 4; CRITICAL - Host Unreachable (group-100-c3.class.example.org)

1-07-2008 10:17:26] HOST NOTIFICATION: nagiosadmin;group-100-r1; DOVWM; notify-host-by-email, CRITICAL - Host Unreachable (group-100-r1.class.example.org)

‘[31 -07-2008 10:17:26] HOST ALERT: group-100-r1;DOWN;HARD;4;CRITICAL - Host Unreachable (group-100-r1.class.example.org)

* Documentation .[31—07—2008 10:17:16] SERVICE ALERT: group-100-s1;PING; CRITICAL;HARD: 1;CRITICAL - Host Unreachable (group-100-s1.class. example.org) 7
‘[31-07-2008 10:17:06] SERVICE ALERT: group-100-r1;PING; CRITICAL;HARD; 1;CRITICAL - Host Unreachable (group-100-r1.class.example.org)

.[31-07-2008 10:16:26] SERVICE ALERT: group-100-c3;PING; CRITICAL;HARD; 1;CRITICAL - Host Unreachable (group-100-c3.class. example.org)

. Tac-ti_cal 0“"3':"'i'3"" . [31-07-2008 10:16:26] HOST ALERT: group-100-c1;UNREACHABLE; SCFT;3;CRITICAL - Host Unreachable (group-100-c1. class.example. org)

A .[31-07-2008 10:16:16] HOST ALERT: group-100-r1;DOWN; SOFT;3; CRITICAL - Host Unreachable (group-100-r1. class.example. org)

.[31—07—2008 10:16:16] HOST ALERT: group-100-c3;UNREACHABLE; SOFT,3; CRITICAL - Host Unreachable (group-100-c3.class.example. org)

.[31—07—2008 10:16:16] HOST ALERT: group-100-s1;UNREACHABLE; SOFT;3;CRITICAL - Host Unreachable (group-100-s1.class.example. org)

B 08 10:16:06] HOST MOTIFICATION: nagiosadmin; group-100-r3; UNREACHABLE; notify-host-by-email, CRITICAL - Host Unreachable
class example org)
B 10:16:06] HOST ALERT: group-100-13;UNREACHABLE;HARD; 4;CRITICAL - Host Unreachable {group-100-13.class.example.org)

.‘ [31-07-2008 10:16:06] HOST MOTIFICATION: nagiosadmin;group-100-c2; UNREACHABLE; notify-host-by-email; CRITICAL - Host Unreachable
(group-100-c2 class.example.org)
.[31 -07-2008 10:16:06] HOST ALERT: group-100-c2;UNREACHABLE;HARD; 4;CRITICAL - Host Unreachable (group-100-c2.class.example.org)

‘[31-07-2008 10:15:56] SERVICE ALERT: group-100-c1;PING; CRITICAL;HARD; 1;CRITICAL - Host Unreachable {group-100-c1.class. example.org)
.[31 -07-2008 10:15:56] SERVICE ALERT: group-100-12; PING; CRITICAL;HARD; 1;CRITICAL - Host Unreachable (group-100-r2.class. example.org) =
‘[31 -07- 2008 10:15:46] SERVICE ALERT: group-100-c2;PING; CRITICAL; HARD i CR\T\CAL Host Unreachable (gmup 100 c2.class. example org)

S unhandle

®Network Outages 1-07-2008 10:15:36] HOST NOTIFICATICN: naglusadmm group-100-r2; UNREACHABLE nutlfy host- by emall CRITICAL HUSI Umeachab\e
2 (group-100-12.class.example. org)
.[31-07-2008 10:15:36] HOST ALERT: group-100-r2; UNREACHABLE; HARD; 4; CRITICAL - Host Unreachable (group-100-12.class.example.org)

.[31-07-2008 10:15:16] HOST ALERT: group-100-c1;UNREACHABLE; SOFT,Z;CRITICAL - Host Unreachable (group-100-c1.class.example. org)
0[31—07—2008 10:15:06] HOST ALERT: group-100-r1;DOWN; SOFT;2; CRITICAL - Host Unreachable (group-100-r1 class.example.org)
mments . [31-07-2008 10:15:06] HOST ALERT: group-100-s1;UNREACHABLE; SOFT;2;CRITICAL - Host Unreachable (group-100-s1.class.example.org)
wntime ‘ [31-07-2008 10:15:06] HOST ALERT: group-100-c3;UNREACHABLE; SCOFT,2; CRITICAL - Host Unreachable (group-100-c3.class.example. org)
‘[31-07-2008 10:14:56] HOST ALERT: group-100-c2;UNREACHABLE; SOFT;3; CRITICAL - Host Unreachable (group-100-c2. class.example. org)
a ¢ group-100-r13; UNREACHABLE; SOFT;3; CRITICAL - Host Unreachable (group-100-13.class.example. org)
0 [31-07-2008 10:14:26] HOST ALERT: group-100-r2; UNREACHABLE; SOFT;3;CRITICAL - Host Unreachable (group-100-12. class.example. org)

= .[31—07—2008 10:14:26] HOST ALERT: group-100-a1; UNREACHABLE;HARD; 1;CRITICAL: No response from remote host 'group-100-al.class.example.org’ for
Reporting 1.3.6.1.2.1.2.2.1.8 with snmp version 1

® Trends ‘ [31-07-2008 10:14:16] HOST ALERT: group-100-r2; UNREACHABLE; SOFT;2;CRITICAL - Host Unreachable (group-100-12.class.example. org)
® availability ‘[31—07—2008 10:14:06] HOST ALERT: group-100-r1;DOWN, SOFT,1;CRITICAL - Host Unreachable (group-100-r1.class.example. org)

¢ Alert Histogram O [31-07-2008 10:14:06] HOST ALERT: group-100-r3;UNREACHABLE; SOFT;2;CRITICAL - Host Unreachable (group-100-13.class.example org)
® Alert History ‘[31-07-2008 10:14:06] HOST ALERT: group-100-c1;UNREACHABLE; SOFT;1;CRITICAL - Host Unreachable (group-100-c1. class.example. org

: )

.su nary .[31-07-2008 10:14:06] HOST ALERT: group-100-c2; UNREACHABLE; SOFT,2;CRITICAL - Host Unreachable (group-100-c2. class.example. org)
.[31-07-2008 10:13:56] HOST ALERT: group-100-c3;UNREACHABLE; SOFT; 1;CRITICAL - Host Unreachable (group-100-c3. class.example. org)

.[31-07-2008 10:13:56] HOST ALERT: group-100-s1;UNREACHABLE; SOFT; 1;CRITICAL - Host Unreachable (group-100-s1. class.example. org)

.[31-07-2008 10:13:56] HOST ALERT: group-100-i2;DOWN; SOFT;1; CRITICAL - Host Unreachable (group-100-12. class. example. org)

0 [31-07-2008 10:13:46] HOST ALERT: group-100-13;DOWN; SOFT;1; CRITICAL - Host Unreachable (group-100-13. class.example. org)

‘[31—0/—2008 10:13:46] HOST ALERT: group-100-c2;DOWN; SCFT;1;CRITICAL - Host Unreachable {group-100-c2.class.example.org)

Figure 23: Nagios Event Log showing hard and soft events

Note from the earlier figure showing the topology layout, that group-100-r3 sits
behind group-100-r1. Each of these host devices is being polled every 5 minutes when
in an OK state (or max_check_attempts has been exceeded) and every 1 minute when
a problem has arisen. The actual problem that has caused the event log shown above,
is that group-100-r1 has failed; however, group-100-r3 is polled first and results in the
first event for this device with a status of DOWN and a state type of SOFT.

Subsequently, group-100-rl is polled and found to be DOWN which results in the
associated poll to group-100-r3 receiving a status of UNREACHABLE and a state type
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of SOFT. The third poll of group-100-r3 again has a status of UNREACHABLE and a
state type of SOFT.

The next event for group-100-r3 is a service ping monitor (which runs every 5 minutes
for this device). Note that this event has a state type of HARD - this is because Nagios

knows that the host status associated with this service monitor is already
UNREACHABLE (or DOWN).

The fourth event results in a state type of HARD and the status of UNREACHABLE.
The hard event also generates a notification.
6.3.3 SNMP TRAP reception and configuration

Nagios's own documentation says that it is not a replacement for a full-blown SNMP
management application. It has no simple way to receive SNMP TRAPs or to parse
them.

It is possible to integrate SNMP TRAPs by sending them to Nagios as “passive checks”
but this will require significant effort. The documentation suggests using a
combination of net-snmp and the SNMP TRAP Translator (SNMPTT) packages.

6.3.4 Nagios notifications

In Nagios, the terms event and alert are used interchangeably.

There is a comprehensive mechanism for notifications which is driven by parameters
on the host and service checks. There is also configuration for notifications on a per-
contact basis; each check can have a contact_groups stanza specifying who to contact.
Contacts can appear in several different contact groups (although only a single
notification will be sent to any individual). Notifications are only generated for HARD
status type events, not SOFT ones.

Whether notifications are sent depends on the following parameters / characteristics
(in this order);

e notifications_enabled global on/off parameter
e FEach host / service can have scheduled downtime — no notifications in downtime
e KEach host / service can be “flapping” - no notifications if flapping

e Host notification_options (d,u,r) specifies notifications on down,
unreachable, recovery events

e Service notification_options (w,u,c,r) specifies notifications on service warning,
unreachable, critical, recovery events

e Host / service notification_period notifications only sent during this period
(eg. 24x7, workdays,...)

e Host / service notification_interval  if notification already sent, problem still
extant and notification_period exceeded
then send another notification
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Once each of these filters for notification has been tested and passed, contact filters
are then applied for each contact in the group(s) indicated in the host or service
contact_groups stanza. Here is the default definition:

BEARSEEE S R AL FEA I A LS DL AL AR U LB SR AR R S R S I R R L R R
[

¥ CONTACT TEMPLATES

3

R I S I I I S R R S R R R

t Generic contact definition template - This is NOT a real contact, just a templatet?

lefine contact{
namne
service_notification_period

; The name of this contact template
; service notifications can be sent anytime

gener ic—contact
24x?

host_notification_period 247 : host notifications can be sent anytime

service_notification_options u,u,c,r,f,s ; send notifications for all service states, flapping events, and schedule
= events

host_notification_options d,u,r,f,s ; send notifications for all host states, flapping events, and scheduled ae

Jents

notify-service-by-email : send service notifications via email 18,
notify-host-by-email ; send host notifications via email

o] ; DONT REGISTER THIS DEFINITION - ITS NOT A REAL CONTACT, JUST A TEMPLATE!fli

service_notification_commands
host_notification_commands
register

¥

Figure 24: Nagios Default contact definition

Notifications for hosts and services can be sent 24x7. They are sent for all types of
events and use a Nagios command that drives the email system. As with all other
Nagios configurations, more specific users and groups of users can be defined which
change any of these parameters.

An event has to satisfy the global criteria, the specific host / service criteria and the
contact criteria, before a notification is actually sent.

Remember from the Alerts Histogram report, it is possible to see notifications for a
particular host.

& Nagios - Mozilla Firefox — 2] |x
File Edit View History Bookmarks Tools Help
[-[&] G-

@ - = =£~'J LC; N http://nagios3/nagios/

! N Nagios
Nagios

* Home
® Documentation

®Tactical Overview

p Summary
Grid

e oup Grid
®status Map
#3-D Status Map

®Service Problems

s Unhandled
®Host Problems

@ [ OpenNMS Web Console

Host Notifications

Magios® 3.0.1 - www.nagios.org
Logged in as nagiosadmin

‘iew Status Detail For This Host |

View History For This Host
View Trends For This Host

group-100-r1 N/A
Qroup-100-r1 N/A

Figure 25: Nagios Host Notifications
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HOST UP 31-07-2008 10:36:06 pagiosadmin notify-host-by-email
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A MNotifications

Host "group-100-r1'

LogFile
Latest Navigation
Archive Thu Jul 31 00:00:00
BST 2008
to
Present..

File: fust/local/nagios/var/nagios.log

PING OK -
CRITICAL - Host Unreachable (group-100-r1.class.example.org)

Notification detail level for this host:

All notifications i
Older Entries First:

r Update

Packet loss = 0%, RTA = 17.06 ms




6.3.5 Automatic responses to events — event handlers
Nagios can run automatic actions (event handlers) when a service or host:

Is in a SOFT problem state
Initially goes into a HARD problem state
Initially recovers from a SOFT or HARD problem state

There is a global parameter, enable_event_handlers which must take the value 1
(true), before any automation can take place.

There are two global parameters, global_host_event_handler and
global_service_event_handler which can be used to run commands on all host / service
events. These might be used, say, to log all events to an external file.

In addition, individual host and services (or groups of either) can have their own
event_handler directive and their own event_handler_enabled directive. Note that if
the global enable_event_handlers is off then no individual host / service will run event

handlers. Individual event handlers will run immediately after and global event
handler.

Typically, an event handler will be a script or program, defined in the Nagios
commands.cfg file, to run any external program. The following parameters will be
passed to the event handler:

For Services: $SERVICESTATES$ , $SERVICESTATETYPES, $SSERVICEATTEMP$
For Hosts: $HOSTSTATES , SHOSTSTATETYPE$ , SHOSTATTEMPT$

Event handler scripts will run with the same user privilege as that which runs the
nagios program.

Sample event handler scripts can be found in the contrib /eventhandlers/ subdirectory
of the Nagios distribution. Here is the sample submit_check_results command:
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@ jane@bino:~ - Shell - Konsole <2> (=] | x_'

Session Edit View Bookmarks Settings Help

[t binrsh B

SUBMIT_CHECK_RESULT
Written by Ethan Galstad (nagios@nagios.org)
Last Modified: 02-18-2002

This script will write a command to the Nagios command
file to cause Nagios to process a passive service check
result. HNote: This script is intended to be run on the
zame host that is rumning Magios. If you want to
submit passive check results from a remote machine, look
at using the nsca addon.

Arguments:
1 = host_name (Short name of host that the service is
associated with)

52 = suc_description (Description of the seruice)

53 return_code (An integer that determines the state
of the service check, 0=0K, 1=WARNING, Z2=CRITICAL,
3=UNKNOWN) .

54 = plugin_output (A text string that should be used
as the plugin output for the service check)

L3
L3
L
L
L3
L3
it
L
L3
L3
it
L
L3
it
it
L
L3
it
L
L3
L3

echocmd=",binecho”
CommandFile=",usr/local nagios-var/ru/nagios.cnd"

t get the current date-time in seconds since UNIX epoch
datetime="date +xs"

tt create the command line to add to the command file
cmdline="[%datetine] PROCESS_SERVICE CHECK_RESULT;$1:52:53:54"

it append the command to the end of the command file
“Sechocmd Scmdline >> SCommandFile”

"submit_check_result" [readonlyl 36L, 1182C 1,1 Aall -

Figure 26: Nagios Sample submit_check_result command for event handler from contrib directory

6.4 Performance management

Nagios does not have performance data collection and reporting out-of-the-box;
however, it does provide configuration parameters such that any host check or service
check may also return performance data, provided the plugin supplies such data. This
data can then either be processed by a Nagios command or the data can be written to
a file to be processed asynchronously either by a Nagios command or by some other
mechanism — mrtg, RRDTool and Cacti may all be contenders for the post-processing.

There are a number of global parameters that control the collection of performance
data, typically in /usr/local/nagios/etc/nagios.cfg:

e process_performance_data global on/off switch

e host_perfdata_command Nagios command to be executed on data
e service_perfdata_command Nagios command to be executed on data
e host_perfdata_file datafile for asynchronous processing

e service_perfdata_file datafile for asynchronous processing

o Note — either use the command parameter for data processing when the data
is retrieved, or use the data file for later processing
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e host_perfdata_file_processing_interval process data file every <n> seconds
e service_perfdata_file_processing_interval process data file every <n> seconds
e host_perfdata_file_processing_command Nagios command to process data

e service_perfdata_file_processing_command Nagios command to process data

e host_perfdata_file_template format of data file

e service_perfdata_file_template format of data file

= jane@bino:~ - Shell - Konsole <2>

Session Edit View Bookmarks Seftings Help

[

#t PROCESS PERFORMANCE DATA OPTION

# This determines whether or not Magios will process performance data returned from service and host checks.
#If this option is enabled, host performance data will be processed wsing the host_perfdata_command
tt(defined below) and service performance data will be processed wsing the service_perfdata_command (also

it defined below). Read the HTML docs for more information on performance data.

#t Values: 1 = process performance data, @ = do not process performance data

process_performance_data=1

# HOST AND SERVICE PERFORMANCE DATA PROCESSING COMMANDS

# These commands are run after every host and service check is performed. These commands are executed only
ttif the enable_performance_data optiom (above) is set to 1. The command argument is the short name of a
H#command definition that you # define in your host configuration file. Read the HIML docs for

# more information on performance data.

# Don’t use these - use data files option below - JC

tthost_perfdata_command=process-host-perfdata

#zervice_perfdata_command=process-service-perfdata

# HDST AND SERVICE PERFDRMANCE DATA FILES

# These files are used to store host and service performance data. Performance data is only written to
ttthese files if the enable_performance_data option (above) is set to 1.
host_perfdata_file=stmp/host-perfdata

=ervice_perfdata_file=stmpsservice-perfdata

# HDST AND SERVICE PERFORMANCE DATA FILE TEMPLATES

# These options determine what data is written (and how) to the performance data files. The templates

#tmay contain macros, special characters (\t for tab, “r for carriage return, “n for newline) and plain text.

# newline is automatically added after each write to the performance data file. Some examples of what

ttyou can do are shown below.

host_perfdata_file template=[HOSTPERFDATAINGSTIMETSNtSHOS TNAMESNtSHOSTEXECUT IONT IMESNtSHOSTOUTPUTSNtSHOSTPERFDATAS
seruice_perfdata_file_template=[SERVICEPERFDATAINtSTIMETSNtSHOSTNAMESNtGSERV ICEDESCStSSERV ICEEXECUTIONT IMESNtSSERVICELATENCYSN
SSERVICEDUTPUTSNtSSERVICEPERFDATAS

# HOST AND SERVICE PERFORMANCE DATA FILE MODES

# This option determines whether or not the host and service performance data files are opened in

turite ("w”) or append ("a") mode. If you want to use named pipes, you should use the special pipe ("p”) mode
# which avoid blocking at startup, otherwise you will likely want the defult append (“a") mode.
host_perfdata_file_mode=a

seruice_perfdata_file_mode=a

# HDST AND SERVICE PERFORMANCE DATA FILE PROCESSING INTERUAL

tt These options determine how often (in seconds) the host and service
# performance data files are processed using the commands defined

# below. A value of 0 indicates the files should not be periodically
tt processed.

host_perfdata_file_processing_interval=0
service_perfdata_file_processing_interval=0

it HOST AND SERVICE PERFORMANCE DATA FILE PROCESSING COMMANDS

# These commands are used to periodically process the host and

# service performance data files. The interval at which the

#t processing occurs is determined by the options aboue.

host perfdata file processing command=process-host-perfdata-file
service_perfdata_file_processing_command=process-service-perfdata—file

790,0-1 652 |+

Figure 27: Nagios Performance parameters in nagios.cfg
The default is that process_performance_data=0 (ie. off) and all the other parameters
are commented out.

In addition to the global parameters, each host and service needs to either explicitly
configure or inherit a definition for:
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e process_perf _data =1

1 = data collection on, 0 = data collection off

By default, the generic_host and generic_service template definitions set these
parameters to 1 (on).

If a Nagios plugin is able to provide performance data, it is returned after the usual
status information, separated by a | (pipe) symbol. It can be retrieved as the
$HOSTPERFDATA$ or $SERVICEPERFDATAS macro. It is then upto your Nagios
commands to interpret and manipulate that data.

The next figure shows performance data that has been gathered into /tmp/service-
perfdata using the default service_perfdata_file_template where the last field is the
$SERVICEPERFDATAS$ value (if the plugin delivers performance data).

|' & jane@bino:~ - Shell - Konsole <2>

|| Session Edit View Bookmarks Settings Help

[SERVICEPERFDATA] 1217865172 bino DNS Check 0
1st.co.uk returns 212.74.28.155 time=0.017324s;;:;0.000000
[SERVICEPERFDATA] 1217865192 bino SNMP Check o]
.41 DISMAN-EVENT-MIB: :sysUpTimeInstance=Timeticks: (30534541)
[SERVICEPERFDATA] 1217865252 group-100-r3 PING 4
[SERVICEPERFDATA] 1217865272 nagios PING 3.030 0
[SERVICEPERFDATA] 1217865272 group-100-c2 PING 4
s

[SERVICEPERFDATA] 1217865282 nagios3 Current Users 0
20:50:0

[SERVICEPERFDATA] 1217865292 group-100-s1 PING 4
[SERVICEPERFDATA] 1217865292 group-100-r1 PING 4
[SERVICEPERFDATA] 1217865302 nagios3 Root Partition ©
»=4001MB:4536:4788:0.:5041

[SERVICEPERFDATA] 1217865332 server PING 4.585 0
[SERVICEPERFDATA] 1217865332 group-100-c2 PING 4
[SERVICEPERFDATA] 1217865342 bino PING 4.019 0
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Figure 28: Nagios Performance data collected into [tmp [ service-perfdata

The most recent performance data gathered for hosts and services can also be seen
from the Host Detail or Service Detail menu options.
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F igure 29: Nagios Performance data highlighted DNS Check service

6.5 Nagios summary

Nagios is a mature systems management tool whose documentation is much better
than the other open source offerings. It's strength is in checking availability of hosts

and services that run on those hosts. Support for network management is less strong

as there is no automatic discovery; however it is possible to configure simple network

topologies and it includes the concept of a set of devices being UNREACHABLE

(rather than DOWN) if there is a network single-point-of-failure. Handling meshed

networks with multiple routing paths to a network is problematical.

Since all monitoring is performed by plugins, some of which come with the product
and some of which are available as community contributions, the tool is as flexible as

anyone requires. There are a large number of plugins available and you can also write

your own.

One of the standard plugins is check_snmp which can be used to query any host for

any SNMP MIB variable; this obviously requires the target to support SNMP and the

MIB in question.
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It is also possible to run checks on remote hosts by installing the NRPE agent
(available for both Unix / Linux and Windows hosts) and the required Nagios plugins,
on the remote system. The check_nrpe plugin must also be installed on the Nagios
system. This allows plugins designed to be run local to the Nagios system, to be run
on remote hosts. With NRPE agents, checks are run on a scheduled basis, initiated
from the Nagios system.

Another alternative is to install the NSCA addon to remote systems. This permits
remote machines to run their own periodic checks and report the results back to
Nagios, which can be defined as passive service checks.

The event subsystem of Nagios is less powerful and configurable than some of the
other offerings — it has less focus on an “event console” but includes more information
about host and service events from other menus. Nagios has no easy built-in way to
collect and process SNMP TRAPs.

If you want lots of performance graphs then Nagios alone is not going to deliver easily.

In summary, Nagios seems good for monitoring a relatively small number of systems,
provided you don't need historical performance reporting.

7 OpenNMS

OpenNMS presents itself as “the first Enterprise-grade network management
platform developed under the Open Source model”. It is a Java application that runs
under several flavours of Linux. A VMware Virtual Machine (VM) is also available
with the latest release of OpenNMS, which makes initial evaluation very easy without
having to go through a full build process. There is also an online demo system which
appears to be monitoring real kit which gives a good “first taste” of the product.

The following section is based on the VM download which is OpenNMS 1.5.93 based
on Mandriva - it worked very easily. The VM was setup for DHCP but I modified the
Operating System files to use a local fixed address, with the VM network bridged to
my local environment.

To access the OpenNMS Web Console, point your browser at http:/opennms:
8980/opennms/ . The default logon id is admin with a password of admin .

Here is a screenshot of the main default window of OpenNMS.
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Figure 30: Main default window for OpenNMS

The following sections will describe how to configure different aspects of OpenNMS by
editing xml configuration files. It is possible to configure many aspects of OpenNMS
using GUI-driven menus. See section 7.5 “Managing OpenNMS” for a brief
description.

7.1 Configuration — Discovery and topology

7.1.1 Interface discovery

OpenNMS uses a straightforward file for interface discovery — by default this
is /opt/opennms/etc/discovery-configuration.xml . It comes with some commented-out
defaults, so by default it discovers nothing! This file needs modifying to specify
include ranges and exclude ranges to ping; specific IP addresses for discovery can also
be configured. The first stanza specifies the characteristics of the ping discovery
mechanism. If there is a response within the timeout, a "new suspect" event is
generated.

<di scovery-configuration threads="1" packets-per-second="1"

initial-sleep-time="300000" restart-sleep-time="86400000"

retries="3" tineout="800">

<include-range retries="2" tinmeout="3000">
<begi n>10. 0. 0. 1</ begi n>
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<end>10. 0. 0. 254</ end>
</i ncl ude-range>
<i ncl ude-range >
<begi n>172. 30. 100. 1</ begi n>
<end>172. 30. 100. 10</ end>
</i ncl ude-range>
<specific 10.191.101.1/specific>

</ di scovery-configuration>

In the above example, ping discovery will start 300,000 ms (5 minutes) after
OpenNMS has started up; the discovery process will be restarted every 86,400,000 ms
(24 hours); 1 ping will be sent per second; the timeout for a ping will be 800 ms and
there will be 3 ping retries before the discovery process gives up on an address. All
devices on the Class C 10.0.0.0 network will be polled (with only 2 retries but a 3
second timeout). The 10 devices 172.30.100.1 through 10 will be polled for with the
default characteristics. The specific node 10.191.101.1 will be polled.

All that the discover process does is to generate “new suspect” events that are then
used by other OpenNMS processes. If the device does not respond to this ping polling
then it will not be added to the OpenNMS database.

Another way to generate such events (say for a box that does not respond to ping), is to
use a provided Perl script:

/opt/opennms/bin/send-event.pl —interface <ip addr>
uei.opennms.org/internal/discovery/newsuspect

7.1.2 Service discovery

When a “new suspect” event has been generated by the discovery process it is the
capabilities daemon, capsd, that takes over and discovers services on a system. capsd
is configured using /opt/opennms/etc/capsd-configuration.xml . Thus, discovery in
OpenNMS consists of two parts: discovering an IP address to monitor (the discover
process) and then discovering the services supported by that IP address (the capsd
process).

The basic monitored element is called an "interface", and an interface is uniquely
identified by an IP address. Services are mapped to interfaces, and if a number of
interfaces are discovered to be on the same device (either via SNMP or SMB) then
they may be grouped together as a "node".

capsd uses a number of plugins supplied with OpenNMS, to discover services. Each
service has a <protocol-plugin> stanza in capsd-configuration.xml. For example:
<protocol - plugi n protocol ="SSH' cl ass-nanme="or g. opennns. net ngt. capsd. TcpPl ugi n"
scan="on" user-defined="fal se">
<property key="banner" val ue="SSH'/ >
<property key="port" val ue="22"/>

<property key="tineout" val ue="3000"/>
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<property key="retry" value="1"/>
</ pr ot ocol - pl ugi n>
This defines a service (protocol) called SSH that tests TCP port 22 using the TCP

plugin. It will look for the string “SSH” to be returned. Timeout is 3 seconds with 1
retry.

The first protocol entry in capsd-configuration.xml is for ICMP.
<protocol - pl ugi n protocol =" CwW"
cl ass- name="or g. opennmns. net ngt . capsd. | cnpPl ugi n" scan="on" user-defi ned="fal se">
<property key="tineout" val ue="2000"/>
<property key="retry" value="1"/>
</ prot ocol - pl ugi n>
It is possible to apply protocols to specific address ranges or exclude protocols from
address ranges (the default is inclusion).
<protocol - plugi n protocol =" Cv"
cl ass- name="or g. opennns. net ngt . capsd. | cnpPl ugi n" scan="on" user-defined="fal se">
<protocol -configuration scan="off" user-defined="fal se">
<range begi n="172. 31.100. 1" end="172.31.100. 15"/ >
<property key="tineout" val ue="4000"/>
<property key="retry" value="3"/>
</ prot ocol - confi gurati on>

</ pr ot ocol - pl ugi n>
Note the “scan=off” for IP addresses 172.31.100.1 — 15 .

The SNMP protocol is special in that, if supported, it provides a way to collect
performance data as well as poll for availability management information. SNMP
parameters for different devices and ranges of devices are specified

in /opt/opennms/etc/snmp-config.xml. Here is a sample:

<snmp-config retry="3" timeout="800" version="v1” port="161"
read-community="public" write-community="private">

<definition version='"v2c'">
<specific>10.0.0.121</specific>

</definition>

<definition retry="2" timeout="1000">
<range begin="172.31.100.1" end="172.31.100.254"/>

</definition>

<definition read-community="fraclmye" write-community="rrwatr">
<range begin="10.0.0.1" end="10.0.0.254"/>

</definition>

</snmp-config>
The first stanza in snmp-config.xml provides global default parameters for SNMP
access. Variations in any of these global parameters can be made using a “definition”

stanza and either a range or a specific statement. This file is used both for discovery
and for collecting performance data.
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When testing SNMP, capsd makes an attempt to receive the sysObjectID MIB-2
variable (.1.3.6.1.2.1.1.2.0). If successful, then extra discovery processing takes place.
First, three threads are generated to collect the data from the SNMP MIB-2 system
tree and the ipAddrTable and ifTable tables. If, for some reason, the ipAddrTable or
ifTable are unavailable, the process stops (but the SNMP system data may show up on
the node page).

Second, all of the IP addresses in the ipAddrTable are run through the capsd
capabilities scan. Note that this is regardless of how management is configured in the
configuration file. This only happens on the initial scan and on forced rescans. On
normal rescans (by default, every 24 hours), IP addresses that are "'unmanaged" in
capsd are not polled.

Third, every IP address in the ipAddrTable that supports SNMP is tested to see if it
maps to a valid ifIndex in the ifTable. If this is true, the IP address is marked as a
secondary SNMP interface and is a contender for becoming the primary SNMP
interface.
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Figure 31: OpenNMS node detail for a switch showing switch ports
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The first stanza in capsd-configuration.xml defines service polling parameters:

<capsd-configuration rescan-frequency="86400000"
initial-sleep-time="300000"
management-policy="managed"

max-suspect-thread-pool-size = "6"
max-rescan-thread-pool-size = "3"
abort-protocol-scans-if-no-route = "false">

This defines that capsd will wait 5 minutes after OpenNMS starts before starting the
capsd discovery process. It will rescan to discover services every 24 hours. The
default management policy for all IP addresses found in “new suspect” events will be
to scan for each of the services. This “managed” parameter can be overridden at the
end of capsd-configuration.xml by unmanaged-range stanzas:

<ip-management policy='"unmanaged'>
<specific>0.0.0.0</specific>
<range begin="127.0.0.0" end="127.255.255.255"/>
</ip-management>

When a “new suspect” event is generated, provided the IP address is in a “managed”
management-policy range, the IP address is checked for each of the services in capsd-
configuration.xml, starting from the top.

If the device does not respond to any configured service then, even if triggered with
send_event.pl, it will not be added to the OpenNMS database. Look
in /opt/opennms/logs/daemon/discovery.log for debugging information.

7.1.3 Topology mapping and displays

OpenNMS does not use a topology mapping function in the core code (indeed, some of
its proponents are vociferous that you do not need a mapping ability). There is a
mapping capability if you use an Internet Explorer web browser with a specific Adobe
Scalable Vector Graphics (SVG) plugin — this is only supported in IE and did not work
for me. There is also a maps-on-firefox code branch but performance is said to be poor
and the maillists suggest that neither mapping capability is heavily used.

A Node List is available from the main menu where each node name is a link to a
detailed node page.
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Figure 32: OpenNMS Node List of discovered nodes
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Figure 33: OpenNMS node detail for group-100-r1

Note the services that have been discovered for the node. The list of services per
interface are those that have been actually detected; whether they are “Monitored” or
not will be discussed in the next section.

7.2 Availability monitoring

OpenNMS performs availability monitoring by polling devices with processes known
as monitors which connect to a device and perform a simple test. Polling only happens
to an interface that has already been discovered by capsd.

The configuration file for polling is /opt/opennms/etc/poller-configuration.xml. There
are many similarities between this and capsd-configuration.xml; however the
monitors are defined with “monitor service” stanzas (rather than “protocol” stanzas),
which define the Java class to use for monitoring.
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<monitor service="DominoIIOP"
<monitor service="ICMP"
<monitor service="Citrix"
<monitor service="LDAP"
<monitor service="HTTP"
<monitor service="HTTP-8080"
<monitor service="HTTP-8000"
<monitor service="HTTPS"

class-name="org.opennms.netmgt.poller.DominoIIOPMonitor" />
class-name="org.opennms.netmgt.poller.IcmpMonitor"/>
class-name="org.opennms.netmgt.poller.CitrixMonitor"/>
class-name="org.opennms.netmgt.poller.LdapMonitor" />
class-name="org.opennms.netmgt.poller.HttpMonitor" />
class-name="org.opennms.netmgt.poller.HttpMonitor"/>
class-name="org.opennms.netmgt.poller.HttpMonitor"/>
class-name="org.opennms.netmgt.poller.HttpsMonitor"/>

<monitor service="SMTP" class-name="org.opennms.netmgt.poller.SmtpMonitor" />
<monitor service="DHCP" class-name="org.opennms.netmgt.poller.DhcpMonitor" />
<monitor service="DNS" class-name="org.opennms.netmgt.poller.DnsMonitor" />
<monitor service="FTP" class-name="org.opennms.netmgt.poller.FtpMonitor"/>
<monitor service="SNMP" class-name="org.opennms.netmgt.poller.SnmpMonitor" />

service="Oracle"
service="Postgres"
service="MySQL"
service="Sybase"
service="Informix"
service="SQLServer"
service="SSH"
<monitor service="IMAP"
<monitor service="POP3"

<monitor
<monitor
<monitor
<monitor
<monitor
<monitor
<monitor

class-name="org.opennms.netmgt.poller.TcpMonitor"/>
class-name="org.opennms.netmgt.poller.TcpMonitor"/>
class-name="org.opennms.netmgt.poller.TcpMonitor"/>
class-name="org.opennms.netmgt.poller.TcpMonitor"/>
class-name="org.opennms.netmgt.poller.TcpMonitor"/>
class-name="org.opennms.netmgt.poller.TcpMonitor"/>
class-name="org.opennms.netmgt.poller.TcpMonitor"/>
class-name="org.opennms.netmgt.poller.ImapMonitor"/>
class-name="org.opennms.netmgt.poller.Pop3Monitor" />
<monitor service="NSClient class-name="org.opennms.netmgt.poller.NsclientMonitor"/>
<monitor service="NSClientpp class—-name="org.opennms.netmgt.poller.NsclientMonitor"/>
<monitor service="Windows-Task-Scheduler" class-name='"org.opennms.netmgt.poller.Win32ServiceMonitor"/>

Preceding the “monitor service” stanzas in poller-configuration.xml are the definitions
of “services”. These look very similar to the entries in capsd-configuration.xml (which
makes sense as this is the regular polling definitions for the same services that capsd
has already found); however parameters in the poller file may well take different
values (for example, the discovery service may be allowed longer timeouts and more
retries than the polling service).

<service name="ICMP" interval="300000" user-defined="false"

<parameter key='"retry" value="2"/>
<parameter key="timeout" value="3000"/>

status="on">

</service>

<service name="SNMP" interval="300000" user-defined="false" status="off">

<parameter key="retry" value="2"/>

<parameter key="timeout" wvalue="3000'"/>
<parameter key="port" value="161"/>

<parameter key="oid" value=".1.3.6.1.2.1.1.2.0"/>

</service>
Note that the default poller-configuration.xml has the SNMP monitor service turned
off.

Services may be defined several times with different parameters — each service will
obviously require a unique name. This is so that different devices can receive
availability monitoring with different characteristics.

For availability polling, devices are grouped together in packages, where a package
defines:

e target interfaces

e services including the polling frequency
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e a downtime model (which controls how the poller will dynamically adjust its
polling on services that are down)

e an outage calendar that schedules times when the poller is not to poll (i.e.
scheduled downtime).

There are two packages defined in the default poller-configuration.xml file, examplel
and a separate package, strafer, to monitor StrafePing. A package definition must

include a single “filter” stanza; it may also have “specific”, “include-range” and
“exclude-range” stanzas. Here is the start of the default, as shipped:

<package nane="exanpl el" >
<filter>IPADDR != '0.0.0.0'</filter>
<include-range begin= 1.1.1.1 end= 254.254.254.254 />

It is then followed by the list of services pertinent to that package — examplel includes
many of the services, with each service set to status="on” except SNMP.

The opening stanza in poller-configuration.xml controls the overall behaviour of
polling:
<pol | er-configuration threads="30"

servi ceUnr esponsi veEnabl ed="f al se"

next Qut agel d= SELECT nextval (' out ageNxt|d')

xm rpc= false >

<node- out age st at us="on"
pol  Al'l 1 fNoCritical ServiceDefined="true">
<critical -service name="1CwW"/>

</ node- out age>

30 threads are available for polling. The basic event that is generated when a poll
fails is called "NodeLostService". If more than one service is lost, multiple
NodeLostService events will be generated. If all the services on an interface are down,
instead of a NodeLostService event, an "InterfaceDown" event will be generated. If all
the interfaces on a node are down, the node itself can be considered down, and this
section of the configuration file controls the poller behaviour should that occur. If a
"NodeDown" event occurs and node-outage status="on” then all of the InterfaceDown
and NodeLostService events will be suppressed and only a NodeDown event will be
generated. Instead of attempting to poll all the services on the down node, the poller
will attempt to poll only the “critical-service”. Once the critical service returns, the
poller will then resume polling the other services.

Note in the following screenshot that six services have been discovered on the
10.0.0.95 interface of the node called deodar.skills-1st.co.uk, of which four are
monitored. The two interfaces on the 172.16 network have been detected through
SNMP queries but there is no monitoring of any services on these networks. There
are no current issues with deodar and availability has been 100% over the last 24
hours.
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@ deodar.skills-1st.co.uk | Node | OpenNMS Web Console - Mozilla Firefox =l [x]
File Edit View History Bookmarks Tools Help i

L) SourceForge.net: Par..

@ -9 & £t [ nttp:/fopennms:8980/opennms/element/nade jsp?node=20 [«]B] |

N MNagios | [1 deodar.skills-1st.co.... & | L Help | OpeniNMS Web... . (@ Category:FAGSs - Ope... .

Admin  Help

Home / Search / Node
Node: deodar.skills-1st.co.uk

View Events Wiew Alarms Asset Info Resource Graphs Rescan Admin Update SNMP

General (Status: Active) Nof ation
Wiew Mode Link Detailed Info You: Outstanding: (Check)
You: Acknowledged: (Check)
Availability
Recent Events
Availability {last 24 hours) 100.000%
Al 100.000% I se350 02/07/08 07:09:26 l Marmal A services scan has been completed on this node.
DNS 100.000% I 52825 01/07/08 07:02:17 [ Mermal A services scan has been completed on this nede.
ICMP 100.000% I~ 39718 30/06/08 06:56:36 l Mormal | A services scan has been completed on this node,
10.0.0.95 Router Not Monitored I~ 27442 29/06/08 06:50:07 [ Normal | A services scan has been completed on this node.
SHMP 100.000% I za252 29/06/08 04:25:50 l Mormal | A services scan has been completed on this node.
a5 ke Acknowledge I Reset I More...
StrafePing Mot Monitored
172.16.224.1 Owverall Mot Monitored Recent Outages
172.16.225.1 Overall Mot Monitored There have been no outages on this node in the last 24 hours.

SNMP Attributes

deodar

Name

Object ID .1.3.6.1.4.1.8072.3.2.10

Cedar Chase

Location

Contact Jane Curry

Linux deodar 2.6.18.8-0.5-default #1 SMP Fri Jun 22 (L]
12:17:53 UTC 2007 xB6_64

Description

Interface ex

10.0.0.95 (deodar.skills-1st.co.uk) 2

172.16.224.1 4 wmnetl

172.16.225.1 5 vmnets =

Figure 34: OpenNMS node detail with monitored services

OpenNMS includes a standard set of Availability reports. They can be selected from
the Reports menu:
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@ Availability | OpenNMS Web Console - Mozilla Firefox =lm) (=
File Edit Wiew History Bookmarks Tools Help ;

il Y|

@ 5 = @ ﬁ} | http:/fopennms:8980/opennms/availability/index jsp [-[®] [

L1 Help | OpenNMS Web... | @ Category:FAQs - Ope..

N [agios | [1 Availability | OpenN... & || SourceForge.net: Par...

- Log out
T-05:00

Admin Help

Home / Reports / Availability

Network Availa ¥ Reporting

Choose the format of report. Generating the availability reports may take a few minutes, especially for large networks, so please do not
& Graphical Reports in PDF Format press the stop or reload buttens until it has finished, Thank you for your patience.
¢ Numeric Reports in PDF Format The SWG and POF report formats can be viewed using Adobe Acrobat Reader. If you do not have Adobe
" Numeric Reports in HTML Format Acrobat Reader and wish to download it, please click on the following link:
Choose the format of the monthly report sections. H et +

ADOBE® READER"

& Classic Format
" calendar Format Acrobat is a registered trademark of Adobe Systems Incorporated.

Choose the category.

Overall Service Availability
MNetwork Interfaces

Email Servers

Web Servers

IMX Servers

DNS and DHCP Servers
Database Servers

Other Servers

oo TaTa e e Ta Ta e

Internet Connectivity

Generate

Choose the date to use for this report.

[ 2uly =k 2008

OpenlNMS Copyright @ 2002-2008 The OpenNMS Group, Inc, OpenNMS@ is a registered trademark of The OpenNMS Group, Inc.

Figure 35: OpenNMS Availability reports menu

Here is a sample:
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Availability Report
July 3, 2008

Overall Service Availability

This category reflects availability of all services currently being monitored by OpenNMS.
MNodes having outages:20
Interfaces:28

Services:50
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R e
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31 e, 2008 10 B3 e, T08E oL isl, T038 1 85 1oL T2k

Last Months Top Offenders
(Pereentage Availabilityd

wwitzh skills - 13t enuk as.m
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qroup-190-c3 class.example.ong ] 9981
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Figure 36: OpenNMS Overall service availability report

Note that there is an /opt/opennms/etc/examples directory with extra samples of all
the OpenNMS configuration files.

Also note that OpenNMS needs recycling if any configuration files have been modified.
Use:

/etc/init.d/opennms stop

/etc/init.d/opennms start
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7.3 Problem management
For problem management, OpenNMS has the concepts of:
e Events all sorts of both good and bad news
e Alarms “important” events
e Notifications typically email or pager but could be other methods

The events subsystem is driven by the eventd process which listens on port 5817. Out-
of-the-box, eventd receives internal events from OpenNMS (such as “new suspect”
events) and SNMP TRAPs. It is possible to also configure for other event sources
(such as from syslogs).

7.3.1 Event console

Events can be viewed from the web GUI by selecting the “Events” option.

Events
User: admin og out
09-Jul-20 MT-05:00

Mode List Search Outages Path Outages Dashboard Events Alarms Notifications eports  Charts rveillance Map Admin Help

Home / Events

Event ID: I Get details Events can be acknowledged, or removed from the view of other users, by selecting the event in the Ack check

box and clicking the dAcknowledge Selected Events at the bottom of the page. Acknowledging an event gives users
All events the ability to take personal responsibility for addressing a network or systems-related issue. Any event that has

Qutstanding and acknowledged events

| Advanced Search | not been acknowledged is active in all users' browsers and is considered outstanding.

If an event has been acknowledged in error, you can select the Wew afl acknowledged events link, find the event,
and unacknowledge it, making it available again to all users' views.

If you have a specific event identifier for which you want a detailed event description, type the identifier into the
Get details for Event 1D box and hit [Enter]. You will then go to the appropriate details page.

Figure 37: OpenNMS Events menu

The “Advanced Search” option provides several ways to filter events. By default
“Outstanding” events are displayed (ie. events that have not been Acknowledged).
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Advanced Event Search

Home / Events / Advanced Event Search

Advanced Event Search

Event Text Contains:

TCP/IF Address Like:

—

I*‘m""

Node Label Contains:

Severity:

—

Any j

Service:

Any ﬂ

[ Events After:

[ Events Befare:

|Ju| =ls |zuus

|Ju| e |zuus

Sort By:

Mumber of Events Per Page:

Searching Instructions

The Advanced Event Search page can be used to search the event list on multiple fields. Fill in
values for each field that you wish to use to narrow down the search.

To select events by time, first check the box for the time range that you wish to limit and then fill
out the time in the boxes provided.

If you wish to select events within a specific time span, check both boxes and enter the beginning
and end of the range in the boxes provided.

IEvent ID (Descending) j IIU events j

Search

F igure 38: OpenNMS Advanced Event Search options

Note that if you wish to search on severity, you have to specify an exact severity; you
cannot specify “severity greater than....”.
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(@ List|Events | OpenNMS Web Console - Mozilla Firefox o [x

File Edit View History Bookmarks Tools Help

@ - -@ {21 [0 hitp.//opennms.8980/opennms/eventlist [z ] [C]

[ List | Events | OpenN... @ | N NNagios LI SourceForge.net: Part ... (@ Search results - Open. .. [l 'color css' in opennms- ..

Node List 0 es Path Outages Dashboard

Home / Events [ List

Wiew all events Advanced Search Sewerity Legend Acknowledge entire search

Event Text:l Time: IAny j Search I

Results: (1-10 of 1689)

1 2 3 4 5 Next Last

Legend [l N

Search constraints: Event(s) outstanding [-]

1D Severity | Interface Service

[~ 1514563 W Normal [+][-] | 09/07/08 09;20:06 [<] [>] 5

uei.opennms.org/internal/authentication/sessionRemaved [+] [-] Edit notifications for event

OpenNMS user 'rtc' has been logged out of the WebUI, most likely due to a session timeout,

[~ | 151455 Normal [+][-]1 | 09/07/08 09:19:58 [<] [=] ‘ | ‘

uei.opennms.org/internal/authentication/successfulLogin [+] [-] Edit notifications for event

OpenMMS user rtc has legged in from 127.0.0.1,

[~ 151303 | | Minor[+]1[-] |09/07/08 09:00:35 [<] [»] [ hp7410.skills-Lst.co.uk [+1 (-] | 10.0.0.97 [+] [-] ‘SNMP[+][-]

uei.opennms.org/nodes/dataCollectionFailed [+] [-] Edit notifications for event

SNMP data collection on interface 10.0.0.97 failed.

[~ 151278 | @l Major [+][-] |09/07/08 08:59:37 [<][>] ‘ hp7410.skills-1st.co.uk [+] [-] | ‘

uei.opennms.org/nodes/nodeDown [+] [-] Edit notifications for event

Node hp7410.skills-1st.co.uk is down.

I~ | 151187 Normal [+] [-] | 09/07/08 08:48:27 [<] [=] ‘ aroup-100-s2 class.example.org [+] [-] ; 172.31.100.21 [+] [-] ‘ SNMP [+] [-]

uei.opennms.org/nodes/dataCollectionSucceeded [+] [-] Edit notifications for event

SNMP data collection on interface 172.31.100.21 previously failed and has been restored.

[~ | 151180 Normal [+] [-] | 09/07/08 08:46:17 [<][=] ‘ deodar.skills-1st.co.uk [+] [-] | ‘

uei.opennms.org/internal/capsd/rescanCompleted [+] [-] Edit notifications for event

A services scan has been completed on this node.

[~ 151163 M Normal [+] [-] | 09/07/08 08:44:59 [<][>] ‘switch‘skiHs-lst.co.uk[+][-] | ‘

uei.opennms.orgfinternal/capsd/rescanCompleted [+] [-] Edit notifications for event

A services scan has been completed on this node.

- ‘1:11 l Pt Lall.1 ne/N7iNg N8 A4:42 [=10=1 !m' un-100- 1 mnl ra [+10-1 |1 140021 [+10-1 MMP [+10-1

Figure 39: OpenNMS display of All events

The column headers can be clicked on to use as sort keys (ascending / descending).
The “Ack” box can be ticked to Acknowledge one or more events — they will then
disappear from this display which only shows “Outstanding” events. Click on the
symbol beside “Event(s) outstanding” to see “Event(s) Acknowledged”, including the
name of the user that acknowledged the event.

“ »

The various [+] and [-] links can be used to filter in/out on the parameter (such as
node, interface, or service). The [<] and [>] beside the Time can be used to filter for
events before or after this time.

To see the event detail, click on the ID link.

61



Detail

Mode List Sea Qutages Path ages Dashboard Events Alarms Motifications Assets Reports Charts Surveillance Map Admin  Help

Home f Events / Detail
Event 139192

Severity Mormal Node a e.or Acknowledged By

Time 7/8/08 8:41:09 AM Interface Time Acknowledged [ERCRERIESHER]

Service

UEI uei.opennms.org/internal/capsd/rescanCompleted

Log Message
A services scan has been completed on this node,

Description

A services scan has been completed.
The list of services on this node has been updated.

Operator Instructions

No instructions available

Unacknowledge
Figure 40: OpenNMS Event detail for event 139192

7.3.2 Internally generated events

Events (and indeed alarms) are configured in /opt/opennms/etc/eventconf.xml, where
the first match for an event defines its characteristics. For this reason, the ordering of
stanzas in eventconf.xml is very important. Any individual event is identified by a
Universal Event Identifier (uei).

Events are bracketed by <event> </event> tags. Within the event definition, the
following tags can also be used:

e uei a label to uniquely identify the event

e event-label a text label for the event — used in the Web GUI

e descr description of the event

e logmsg summary of the event where the dest parameter is one of:

o logndisplay log to events database and display in web GUI
o logonly log to database but don't display in web GUI
o suppress don't log to database or web GUI

o donotpersist don't log or display but do pass to other daemons (eg. for
notification)

o discardtraps trapd to discard TRAPs — no processing whatsoever
e severity
e alarm-data create an alarm for this event with

o reduction-key fields to compare to determine duplicate event
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o alarm-type

o auto-clean
e operinstruct
e mouseovertext

e autoaction

1=problem, 2=resolution. alarm-type=2 also takes a
clear-key parameter defining the problem event this resolves

true or false
optional instructions for operators using the web GUI
text to display when mouse positioned over this event

absolute pathname to executable program executed every
event instance

Many of the tags can use data substituted from the event. These are documented on

the OpenNMS wiki:

63



& Event parameters - OpenNMS - Mozilla Firefox

=I5

File Edit View History Bookmarks Tools Help

@ P -

| L Detail | OpenN...

e ®
(@pINMS
Enterprise-grade
Open-source
Network
Management

x|

{2} (@ nttp://www.opennms.org/index.php/Event_parameters & | +| b | [Gl] 1%
N Nagios [ SourceForge.... . | (@ Event param... @ | [| 'Re: [opennms... -
g Log"in.f'c]'ea{e account E

article | ldilscuss.ilon | ')"!B.W source histm.",l-' |

Event parameters

Event parameters are used in the event-configuration.xml and notifications.xml files. The parameters are parsed as
tokens delimitted with percent (%) signs. This is the currrent list of valid paramenters:

Someone should better define these ;-)

get opennms "heventid®
= Main Page The Event ID xml tag
= Latest Release Youei%h
u Cther Downloads The UEl xml tag
= SourceForge Project ysourcel
“gethelp The event source xml tag
= Official Documentation Yotime %
el The event time
= White Papers %dpname%
= Discussion Lists
: The event dpname
= Commercial Support
_ Yonodeid%
mEKInVIEd The event nodeid
= Development Home Y nodelabel%
= Report a Bug The nodelabel
= Fopennms [RC
= Current Events "ohost
» Browse Source Code The host
= AP|docs %hinterface%%
® XSD docs The interface
getto know us ‘hinterfaceresolve®
» Order of the Green Reverse DMS lookup of the interface
Pola “hifaliast hcommunity’
= OpenhMS Store SHNMP ifAlias SMMP community string
search Yoid% Yisnmphost’%
I— SHMP 1D SNMP host
Yesnmp% thserviceh
Go Search
—I_I SNMP OpenMMS service
toolbox Yoidtext’ Yiseverity’
= What links here SHNMP 1D Text OpenNMS severity
m Related changes Yversion¥ ‘soperinstruct’
& Uploa_d Y SNMP version Event defined operator instructions
B Special pages )
3 ST Yspecifich tamouseovertext’s
u Printable version
SNMP specific ID Event defined mouse over text
SPONSORS: %genericth
DEv-Jam 007 SNMP generic ID Categories: Events and Maotifications | Configuration
Google | | teommmiys

Figure 41: OpenNMS event parameters that can be substituted

Here is an example event from the default eventconf.xml:
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<event>
(uci)uei.upennms.urg/nndcs/ﬂudeLustSeruicc(/uei)
<event-label>0pendMS-defined node event: nodelostServiced{sevent-label>
<descr>
&lt:pdgt:A »servicex outage was identified on interface
zinterfacex .&lt: phgt: &1t:pdgt:A new Outage record has been
created and service level availability calculations will be
impacted until this outage is resolved.&lt:-pégt:
<sdescr>
<lognsg dest="logndisplay’ >
»zervicer outage identified on interface Xinterfacex with reason code: XparmleventReasonl:.
</ logmsg>
<severity>Minor<{ severity>
<alarm—-data reduction-key="ueix:dpnamev:»nodeid:zinterfacex :zservicex" alarm—type="1" auto-clean="false" />
<revent>

Figure 42: OpenNMS event definition for nodeLostService

The different severities available can be seen by selecting the “Severity Legend” option
from the top of an events list.

Home
Critical This event means numerous devices on the network are affected by the event. Everyone who can should stop what they are doing and focus on fixing the problem.
I [ Major A device is completely down or in danger of going down. Attention needs to be paid to this problem immediately.
I Minor A part of a device (a service, and interface, a power supply, etc.) has stopped functioning. The device needs attention.
Warning An event has occurred that may require action. This severity can also be used to indicate a condition that should be noted (logged) but does not require direct action.
I Indeterminate | No Severity could be associated with this event.
I Normal Informational message. No action required,
I Cleared [ This event indicates that a prior error condition has been corrected and service is restored

Figure 43: OpenNMS event severity legend

Note that there is no separate file to configure alarms; it is simply done with the
<alarm-type> tag in eventconf.xml.

OpenNMS comes with a huge number of events pre-defined. To make eventconf.xml
much more manageable, inclusion files can be specified at the end, such as:

<event-file>events/NetSNMP.events.xml</event-file>

The events subdirectory currently has around 100 files in it! For performance reasons,
it makes sense to edit eventconf.xml and remove any <event-file> stanzas that are not
relevant for your organisation.

Also note that the whole OpenNMS system must be recycled in order for changes to
eventconf.xml to take effect!

7.3.3 SNMP TRAP reception and configuration

OpenNMS will automatically monitor the SNMP TRAP part (UDP / 162) with the
trapd process. The /opt/opennms/etc/events directory contains around 100 files which
specify SNMP TRAP translations into OpenNMS events. If a TRAP is sent to
OpenNMS that it has no configuration for, then it will use a default mapping found in
default.events.xml.
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@ List| Events | OpenNMS Web Console - Mozilla Firefox =]zl
File Edit View History Bookmarks Tools Help

‘(@ - - @ ﬁ} |u hitp://opennms:8980/opennms/event/list |v1 > |

-‘ |g4

| [ List | Events | OpenN... &3 | N Nagios { L1 SourceForge.net: Part ... (@ Eventconf.xml - Openi. . [ 'color css'in opennms-... |

Event List
Log out
05:00

Alarms cations H e a E ce a Admin Help

Home / Events / List

View all events Advanced Search Severity Legend Acknowledge entire search

EvantText:I Time: | Any j Searchl

Results: (1-10 of 1770)

Search constraints: Event(s) outstanding [-] 1 2 3 4 5 Next Last

Legend [l il

Severity Interface Service

[~ | 158730 |l Normal [+] [-] | 09/07/08 23:54:08 [<][>] 127.0.0.2 [+][-] |

uei.opennms.org/generic/traps/EnterpriseDefault [+] [-] Edit notifications for event

Received unformatted enterprise event (enterprise:.1.3.6.1.4.1.123 generic:6 specific:1234). 1 args: .1.3.6.1.4.1.123.1234="bad news 1"

: i |

158729 |l Normal [+] [-] | 09/07/08 23:53:03 [<] [>]

‘ ™

Figure 44: OpenNMé Unknown trap appears in the Events list

Clicking on the event ID gives the detail of the event which shows all the information
that arrived with the TRAP.

Admin  Help
Home f Events /f Detail
Event 158730

Severity Normal Node Acknowledged By

Time 7/9/08 11:54:08 PM Interface .0.0. Time Acknowledged

Service

UEI uei.opennms.org/generic/traps/EnterpriseDefault

Log Message

Received unformatted enterprise event (enterprise: 1.3.6.1.4.1,123 generic:6 specifici1234), 1 args: .1.3.6.1.4,1,123.1234="bad news 1"

Description

This is the default event format used when an enterprise specific event (trap) is received for which no format has been configured (i.e. no event definition exists).
The total number of arguments received with the trap: 1.

They were:

1.3.6.1.4.1.123.1234="bad news 1"

Operator Instructions
No instructions available

Acknowledge

Figure 45: OpenNMS Event detail for an unformatted TRAP

TRAPs are configured in eventconf.xml (or an include file), using the <mask> tag.
This tag specifies mask elements with name / value pairs that must match data
delivered by the TRAP, in order for this particular event configuration to match.
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= jane@opennms.skills-1st.co.uk: loptiopennmsietcievents - Shell - Konsole et

Session Edit View Bookmarks Settings Help

<event>
<mask>
<maskelement>
<mename>gener ic</mename>
<mevalue>b</nevalue>
<smaskelement>
<smask>
<ueiruei.opennns.org-generic/traps/EnterpriseDefault< ueix>
<event-label>0penNMS-defined trap event: EnterpriseDefault<- event-label>
<descr>
&lt:p&gt:This is the default event format used when an enterprise specific event (trap) is received for which no format has been configured
(i.e. no event definition exists).&lt: phgt: &lt:p&gt:The total number of arguments received with the trap: xparml#ttlz. &1t: phgt:
&lt:p&gt:They were:&1t:p&gt; &1t:p&gt:parmlalll~&lt;pégt.
<sdescr>
<logmsg dest="logndisplay’ >
Received unformatted enterprise event (enterprise:-ids generic:xgenericy specific:xspecificx). “parm[##1+ args: “parmlalll:z
< logmsg>
<severity>Normal { severity>
<alarm-data reduction-key="+source¥:xsnmphosty:xid«:#genericxixspecificx" alarm—type="2" />
<sevent>

Figure 46: OpenNMS Definition in default.events.xml for an unknown specific trap

This example event will match any TRAP whose “generic” field is equal to 6. Note, as
with other configurations in eventconf.xml, that this definition will only match the
incoming TRAP if no previous definition higher in the file (or include files) had already
matched it.

The mask element name tag must be one (or more) of the following:

e uel
e source
e host

e snmphost
e nodeid

e interface

e service
e id (OID)
e specific
e generic

It is possible to use the "%" symbol to indicate a wildcard in the mask values.

SNMP TRAPs often have additional data with them, known as “varbinds”. This data
can be accessed using the <parm> element, where:

Each parameter consists of a name and a value.

- %parm[all]%: Will return a space-separated list of all parameter values in the
form parmNamel="parmValuel" parmName2="parmValue2" etc.

« %parm[values-all]%: Will return a space-separated list of all parameter
values associated with the event.

« %parm[names-all]%: Will return a space-separated list of all parameter
names associated with the event.
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%parm[<name>]%: Will return the value of the parameter named <name> if it
exists.

%parm[##]%: Will return the total number of parameters.

%parm[#<num>]%: Will return the value of parameter number <num>.

Any of this data can be used in the message or description fields.

In addition, the varbind data can also be used to filter the event within the <mask>
tags, following the <maskelement> tags. It is possible to match more than one
varbind, and more than one value per varbind. For example:

<varbind>
<vbnumber>3</vbnumber>
<vbvalue>2</vbvalue>
<vbvalue>3</vbvalue>

</varbind>

<varbind>
<vbnumber>4</vbnumber>
<vbvalue>2</vbvalue>
<vbvalue>3</vbvalue>

</varbind>

The above code snippet will match if the third parameter has a value of "2" or "3" and
the fourth parameter has a value of "2" or "3". It is also possible to use regular
expressions when matching varbind values.

Again, note that the order in which events are listed is very important. Put the most
specific events first.

Here is an example definition that includes matching a varbind with a regular
expression. Note the <vbvalue> matches any string that contains either Bad or bad .

Extra stanzas have also been added for <operinstruct> help (which provides a web
link on one line and plain text on the second), a <mouseovertext> tag (which doesn't
appear to work) and a tag to run an automatic action (a shellscript) whenever this
event occurs.
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<events>
<!— Event conversion for Skills 1st TRAPs —>

<!— Match any specific event from enterprise .1.3.6.1.4.1.123 uhere
varbind 1 contains either Bad or bad ——>

<event>
<mask>
<maskelenent>
<menane>id</mename>
<mevalue>.1.3.6.1.4.1.123</mevalue>
<s/maskelement>
<maskelement>
<menane>gener ic</menane>
<mevalue>6<{/mevalue>
<smaskelenent’>
<varbind>
<wbnunber>1<{/ubnunber>
<wbualue>” . =[Bblad .*< vbvalue>
<svarbind>
<{smask>

<uei>uei.opennns.orgsvendorsskills/traps/trapl23_bad<- uei>
<event-label>Skills 1st defined trap event: trapl23_bad<{-/event-label>
<descr>
&1t:pégt:Bad news from enterprise xid+, generic xgenerick, specific xspecifick with varbinds: argsC/parn[##12) i parnlallls. &1t:/y
<{sdescr>
<logmsgy dest="logndisplay” >
&1t :pégt:Bad news from enterprise xidx, generic xgenerick, specific xspecifick with varbinds: argsCparn[##12):<parnlallls. &1t:y
<slogmsg>
<severity>Ma jor{/severity>
<alarm-data reduction—key="ueix:zdpnamex:xnodeidx" alarm—type="1" auto-clean="false" >

<operinstruct>
&1t:p&gt:check &lt;a href="http:  www.skills-1st.co.uk"&gt;skills-1st&lt; afgt; for assistance &lt;/p&gt:
Hlt:p&gt:When all else fails, RTFMIYCFI? &I1t:/pagt:
<soperinstruct>
<mouseovertext>
When all else fails, RTFM - if you can find it?
{smouseovertext>
<autoaction>
stmpraction.sh Zueix #xidx #genericx #specificx
<sautoaction>

<sevent>

Figure 47: OpenNMS Configuration of specific TRAP with varbind matching a regular expression

If you have SNMP TRAP definitions in a mib file, the open source utility
mib2opennms can be obtained to convert SNMP V1 TRAPs and SNMP V2
NOTIFICATIONS into an OpenNMS event configuration xml file. For a source file
ves.mib in /home/jane, use:

mib2opennms -f /opt/opennms/etc/events/ves.events.xml -m /home/jane ves.mib

7.3.4 Alarms, notifications and automations

In OpenNMS you can add an <alarm-data> tag to an event configuration to create an
alarm. Alarms are defined as “Important Events” and have a separate display. It is
similar to the Events display in that you can select All Alarms or you can specify a
search to filter for particular alarms.
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Alarm List

10-Jul-2008 O

Node List Search Outages Path Outages Dashboard Events Alarms Notific Reports Charts Surv nce Map Admin Help

Home / Alarms / List

View all alarms Advanced Search Sewverity Legend Acknowledge entire search

Alarm Text:l Time: | Any j Search

Results: (1-10 of 19)

Search constraints: alarm is outstanding [-] 1 2 Next Last

Legend [l NI
| I:t‘:‘:face e | Last Event Time e
e SUNE | First Event Time g Msg
Service
1475 e |
UET [+] [-] nagios3.skills-1st.co.uk [+] [-] | 10/07/08 07:53:25 [<] [>] Bad news from enterprise .1,3.6,1.4.1,123, generic &, specific 1234 with varbinds:
Sev [Tl 10.0.0,134 [+] [-] | 10/07/08 07:53:12 [<] [>] args{1):.1.3.6.1.4,1,123,1234="bad news 24",
ev. =
1460 1 s o o : : :
UET [4][-] 10/07/08 07:08:34 [<] [>] OpenNMS user "' (may be blank) has failed to login from 10.0.0.121. The failure eventis
Sev. [+][-] 10/07/08 07:08:34 [<] [=] BadCredentialsException with the message 'Bad credentials',
ev. =
1395 ‘group-lOU-s2‘class‘examp\e.org 16
UEI [+][-1 |[+1[-] 10/07/08 07:24:58 [<] [>] . .
Sev. [+][-] | 172.31.100.21 [+][-] 08/07/08 19:49:28 [<] [>] SNMP data collection on interface 172.31.100.21 failed.
SHMP [+] [-]

1394 wrt54g skills-1st co.uk [+] [-] 1
UEI [+][-] |10.0.0.3 [+][-]
sev. [+1[-] | DNS [+1[-]

09/07/08 19:30:56 [<] [>]

09/07/08 19:30:56 [<] [>] DNS outage identified on interface 10.0.0.3 with reason code: Unknown.

taE?QHJ [-] ?:‘;”[I?imo'al-C‘ass-example‘m'g i 08/07/08 17:07:04 [<] [>] Nod 100-al.cl | isd
09/07/08 17:07:04 [<] [>] ode group-100-al.class.example.org is down.
Sev. [+] [-]
1387 group-100-al.class.example.org 16
UET [+][-] | [+]1[-] 10/07/08 07:25:00 [<] [>] . . .
Sev. [+][-] | 172.31.100.3 [+][-] 09/07/08 17:02:38 [<] [>] SNMP data collection on interface 172.31.100.3 failed.
SNMP [+] [-]
1384 1
blue-atlas.skills-1st.co.uk [+] [-] 09/07/08 16:02:39 [=<] [=]
UEL [+][-] 09/07/08 16:02:39 [<] [>] Node blue-atlas.skills-1st.co uk is down.
Sev, [+][-]
1383 blue-atlas.skills-1st.co.uk [+] [-] 16

10/07/08 07:25:01 [<] [=]
nam7/NR 1A:N1 14 T=11=1

Figuf'e 48: OpenNMS Alarms display

UET [+][-] [10.0.0.2[+][-] SNMP data collection on interface 10.0.0.2 failed.

Alarms are defined as part of an event definition in eventconf.xml and its include files.
It uses the <alarm-data> tag where:

e reduction-key fields to compare to determine duplicate event

e alarm-type 1=problem, 2=resolution. alarm-type=2 also takes a
clear-key parameter defining the problem event this resolves

e auto-clean true or false. True ensures that all events other than the
latest one, that match the reduction-key, are removed (very useful for clearing
out duplicate events)

One of the key characteristics of an alarm that differentiates it from an event, is the
reduction-key field, which should ensure that duplicate events are treated as one
event with multiple instances, rather than as multiple events.

Most of the information provided with an event is also available in the Alarm display.
The new field is “Count” which shows the number of duplicate events that have been
integrated into this alarm. To see the individual events, click on the number in the
Count column.
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At present (July 10th, 2008), acknowledging events has no effect on related alarms,
and vice versa. Note that the concepts of “Acknowledging” and “Clearing” are
completely different. An operator can acknowledge an event or an alarm, and then
owns it. This does not clear the event (ie. remove it entirely from the events
database).

Automatic actions can be configured for an event using the <autoaction> tag but this
can only run an executable and it runs on every occurrence of the event (which may
not be what you want!).

OpenNMS's concept of automation, however, is triggered from alarms rather than
events. Automation is the concept of actions being performed on a scheduled basis,
provided the correct triggers exist. An <automation> tag includes:

e name the name of the automation

e interval the frequency in milliseconds at which the automation runs
e trigger-name a string that references a trigger definition

e action-name a string that references an action definition

The triggers and actions are SQL statements that operate on the events database.

Automation is defined in /opt/opennms/etc/vacuumd.xml where there are a number of
useful rules, by default:
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</Htatement>

{automations>
<automation name="cosmicClear" interval="30000" active="true"
trigger-name="selectResoluers"
action—name="clearProblens" ~»

<automation name="cleanUp" interuval="30000" active="true"
action-name="deletePastClearedflarns" ~>

<automation nmame="fullCleanUp" interval="300000" active="true"
action-name="deleteAl lPastClearedAlarns” >

<automation name="GC" interval="300000" active="true"
action-name="garbageCollect™ >

<automation name="fullGC" interval="300000" active="true"
action-name="fullGarbageCollect" >

<automation name="unclear" interual="30000" active=""true"
trigger-name="selectClearedfAlarns"
action-name="resetSeverity" >

<automation name="escalation” interval="30000" active="true"
trigger-name="selectSuspectAlarms"
action-name="escalateflarn"
action—-event="eventEscalated" >

<automation name="purgeStatisticsReports" active="true"
interval="3600000"
action-nane="deletePurgeableStatisticsReports™ >

Figure 49: OpenNMS Default definitions for automations in vacuumd.xml
Note that automations always require an action-name but do not necessarily need a
trigger-name.

The “cosmicClear” automation is the means by which an <alarm-data> alarm-type=2
tag in eventconf.xml, can clear bad news events when good news events arrive.

Here is the definition of the selectResolvers trigger name:

<t— Find all alarms that potentially clear problems —>
<trigger name="selectResoluvers" operator="8&gt:;:=" row-count="1" >
<ztatement>
SELECT =, nou() A3 _ts
FROM alarms
WHERE alarmType=2
{sstatement>
<strigger>
{triggersy

Figure 50: OpenNMS Definition of selectResolvers trigger in vacuumd.xml

... and the clearProblems action:
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UPDATE
SET
WHERE
AND
AND
AND
AND
AND
AND
AND

<saction>
—>

UPDATE
SET
WHERE
AND
AND
AND

{saction>

<action name="clearProblems" >
<statement>

alarms

severity=2, firstautomationtime = COALESCE(firstautomationtime, S5{_ts}), lastautomationtime = ${_ts}
alarnType=1

severity &gt: 2

lastEventTime &1t: S5S{lastEventTime}

eventlUei = S{clearlei}

COALESCE (dpName, ‘') = COALESCE(${dpName}, *’)

COALESCE(nodeID, 0) = COALESCE(S{nodelD}, 0)

COALESCE(ipaddr, *') = COALESCE(S{ipaddr}, *’)

COALESCE (servicelD, 0) = COALESCE(S${servicelD}, 0)

<{sstatement>

<*-— HNew and optimized version of clearing problems ——>
<action name="clearFroblems” >
<statement>

alarms

severity=2, firstautomationtime = COALESCE(firstautomationtime, 5{_ts}), lastautomationtime = ${_ts}
alarmType=1

severity &gt: 2

lastEventTime &1t; S{lastEventTime}

reductionkey = S{clearKeyt

{sstatement>

Figure 51: OpenNMS Definition of clearProblems action in vacuumd.xml

The trigger is keyed on the field alarmType=2 . Note that the first version of the
action is commented out — the “clear-uei” element is now deprecated in the <alarm-
data> tag and only the “clear-key” element on the good news event is used to match
against the “reduction-key” element of the bad news event, setting the severity to 2
(ie. Cleared). Also note from the <automation> tag that cosmicClear will run every 30

seconds.

If users need to be notified of an event then OpenNMS provides email and pager
notifications out-of-the-box, run by the notifd daemon. It is also possible to create
other notification methods such as SNMP TRAPs or an arbitrary external program.
There are several related configuration files in /opt/opennms/etc :

e destinationPaths.xml who, when, how to notify / escalate

e notifd-configuration.xml global parameters for notifd

e notificationCommands.xml notification methods — email, http, page

e notifications.xml what events generate notifications, where
e javamail-configuration.properties configuration for java emailer (default)

The main files that will need attention are destinationPaths.xml, notifd-
configuration.xml and notifications.xml. Here is part of the examples file provided
in /etc/opennms/etc/examples/destinationPaths.xml:
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<txml version="1.0"7>
{destinationPaths>
<header>
<reuvrl .24 revr
<created>Wednesday, February 6, 2002 10:10:00 AM EST<{ created>
<mstation’>localhost<{/mstation>
{/header>
Kpath name="Email-Reporting'>
<target>
£<name>Report ing { -name>
<command’ javaEmail<-command>
<rtarget>
{spath>
<{path name="Page-Management'>
<target>
<name>Management { name>
{command>textPage < command >
<command> javaPagerEmail </-command>
<command’ javaEmail<-command>
<rtarget>
{spath>
<{path name="Page-Netuwork-Systems-Management'>
<target interuval="15m">
<name>Network-Systems <name’
{command>textPage < command >
<command> javaPagerEmail </-command>
<command’ javaEmail<-command>
<rtarget>
<escalate delay=""15n">
{target>
£<name>Management < name>
{command>textPage < command>
{command’ javaPagerEmnail <{/command>
<command> javaEmail <-command>
<starget>
<sescalate>
{spath>

Figure 52: OpenNMS Example entries in destinationPaths.xml

The <name> tag specifies a user or group of users defined in OpenNMS. The
<command> tag specifies a method that must be defined in
notificationCommands.xml. Note that escalations are possible.

When an event is received for which a notification is required, OpenNMS "walks" the
destination path. We say that the destination path is "walked" because it is often a
series of actions performed over time and not necessarily just a single action (although
it can be). The destination path continues to be walked until all notifications and
escalations have been sent or the notification is acknowledged (automatically or by
manual intervention).

Out-of-the-box, the only destinationPath that is configured is for javaEmail to the
Admin group of users.

The notifications.xml file species what events trigger notifications and to whom. Here
is an example from the default file:
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'Eﬁxml version="1.0" encoding="UTF-8"7>
<notifications xmlns="http:  xmlns.opennms.org-xsd-notifications">
<nsl:header xmlns:nsi="http: /xmlns.opennns. org-xsd types">
<rev xmlns=""3>1.2<{/rev>
<{created xmlns="">Wednesday, July 9, 2008 1:33:51 PM GMT</created>
<mstation xmlns="">localhost<{ mstation>
<{snsl:header>
<notification name="interfaceDoun" status="on" writeable="yes">
<uei xmlns="">uei.opennns.org-nodes-interfaceDoun< ueir
<rule xmlns="">IPADDR t= '0.0.0.0" {/rule>
<destinationPath xmlns="">Email-Adnin<{,destinationPath>
<{text-message xmlns="">All services are down on interface xinterfaceresoluex (zinterfacex)
on node “nodelabelx. HNew Outage records have been created
and service level availability calculations will be impacted
until this outage i= resoluved.
<stext-message>
<sub ject xmlns=
<numer ic-mnessage xmlns=
</notification>
<notification name="nodeDoun" status="on" writeable="yes">
<uei xmlns="">uei.opennns.org-nodes nodeDown{ uei>
<rule xmlns="">IPADDR t= '0.0.0.0" <,/rule>
<destinationPath xmlns="">Email-Adnin<{,destinationPath>
<{text-message xmlns="">All services are down on node »nodelabelr. New Outage records have
been created and service level availability calculations will
be impacted until this outage is resolued.
<stext-message>
<subject xmlnz="">*Notice #+noticeidx: node »nodelabelx down.<ssubject>
<numer ic-message xmlns="">111-noticeid»<{ numeric-message>
</notification>

Figure 53: OpenNMS Extract of notiﬁcation—é ﬁ:om notiﬁ'c&tio;zs.xml

*Motice #xmoticeidx: xinterfaceresoluex (<interfacex) on node »nodelabelx douwn. < subject>
"">111-smot iceidx<{ numer ic-message>

The notification called “interfaceDown” is turned on; it applies to all interfaces other
than 0.0.0.0; the notification is sent to the destination “Email-Admin” (defined in
destinationPaths.xml) and the text message of the email includes 3 parameters from
the event — 4 parameters are included on the email subject. The default
notifications.xml generates email to the Admin group for the following events:

e interface Down

e nodeDown

e nodeLostService

e nodeAdded

e interfaceDeleted

e High Threshold

e Low Threshold

e High Threshold Rearmed
e Low Threshold Rearmed

Nothing, so far, has handled acknowledging notifications. This can either be done
manually by a user or can be performed automatically. Either way, when a
notification is acknowledged, it stops the destination path being walked for the
original notification. It will also create a new notification to tell users that the original
issue is resolved. Automatic acknowledgements are configured
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in /opt/opennms/etc/notifd-configuration.xml where <auto-acknowledge> tags specify
the uei resolution / problem events, along with the parameters on the event which
must also match for the notification to be automatically acknowledged.
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<7xml version="1.0" encoding="UTF-8"7>
<notifd-configuration xmlns="http:/ xnlns.openns.org/xsd-config-notifd"
status="on" pages-sent="SELECT = FROM notifications"
next-notif-id="SELECT nextval(’notifynxtid’ )"
next—user-notif-id="SELECT nextval(’userNotifMxtId’ )"
next—group—id="SELECT nextuval(’notifygrpid’ 1"
outstanding—notices—sql="SELECT notifyid FROM notifications where notifyld = 7 AND respondTime is not null"
acknowledge-id—sql="SELECT notifyid FROM notifications WHERE eventuei=7 AND nodeid=7 AND interfaceid=7 AND serviceid=7"
acknowledge-update-sq1="UPDATE notifications SET ansuweredby=7?, respondtime=7 WHERE notifyld=7?"
match-all="true" email-address—command="javaEmail">
<auto-acknouwledge resolution-prefix="RESOLVED: "
uei="uei.opennms.org- nodes-/serviceResponsive” acknouledge="uei.opennms.org-nodes/serviceUnresponsive’>
<match xmlns="">nodeid<- match>
<match xmlns="">interfaceid</match>
<match xmlns="">serviceid</match>
<{sauto-acknowledge>
<{auto-acknouwledge resolution-prefix="RESOLVED: "
uei="uei.opennms.org-/nodes/nodeRegainedService"” acknowledge="uei.opennns.org-/nodes-nodeLostService">
<match xmlns="">nodeid< match>
<match xmlns="">interfaceid</match>
<match xmlns="">serviceid</match>
{sauto-acknowledge’>
<{auto-acknouwledge resolution-prefix="RESOLVED: "
uei="uei.opennms .org-nodes interfacelp” acknowledge="uei.opemns.org-nodes, interfaceDoun">
<match xmlns="">nodeid< match>
<match xmlns="">interfaceid</match>
<{sauto-acknouwledge>
<auto-acknouledge resolution-prefix="RESOLVED: "
uei="uei.opennms .org nodes nodelp” acknouledge="uei.openns.org-nodes nodeDown'>
<match xmlns="">nodeid< match>
<{sauto-acknowledge>
<auto-acknouwledge resolution-prefix="RESOLVED: "
uei="uei.opennms.org-correlation remote-uideSpreadOutageResolved” acknowledge="uei.opennms.org-correlation/remote wideSpreadOutage™>
<match xmlns="">nodeid< match>
<match xmlns="">interfaceid</match>
<match xmlns="">serviceid</match>
<{sauto-acknouwledge>

Figure 54: OpenNMS notifd-configuration.xml with auto-acknowledgements for notifications

Note that at present (July 2008) notifications are driven by events not alarms. Also
note that acknowledging notices has no effect on their associated events or alarms.

It would appear that there has been a discussion of a change in architecture around
events, alarms and notifications, at least throughout 2008. In the future, it is
suggested that alarms will be where most automation is driven from, including
notifications, and that events will become more of a background log.

7.4 Performance management

7.4.1 Defining data collections

There are several parallels between the capability discovery subsystem and the
performance data collection subsystem. Each uses the snmp-config.xml file, described
in section 7.1.2, to get SNMP parameters for each device - such as SNMP version, port
number, community names.

The capability discovery process, capsd, uses the protocol definitions in capsd-
configuration.xml to determine what services (capabilities) to discover — these are
things like SNMP, DNS, ICMP, SSH. The performance data collection process,
collectd, uses 2 files to define what data to collect:
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e datacollection-config.xml specifies collection names (just the snmp-collection
called default out-of-the-box), which defines (typically MIB) values to collect

e collectd-configuration.xml specifies packages for collection. A package combines
filters and ranges to determine which interfaces collections should be applied to,
with services which reference collections in datacollection-config.xml. collectd-
configuration.xml can also specify data collection intervals and whether the
collection is active.

Note that if a device has several interfaces that:
e Support SNMP
e Have a valid ifIndex
e Isincluded in a collection package in collectd-configuration.xml

then the lowest IP address is marked as primary and will be used by default for all
performance data collection.

collectd is triggered when capsd generates a NodeGainedService event. The
discovered protocol name (eg. SNMP, SSH) is passed from capsd to collectd, along with
the primary interface from the event. These are checked against the configuration in
collectd-configuration.xml to see whether any collection packages are valid (there
should be at least one, by definition!) and data collection is started.

Session Edit View Bookmarks Settings Help

Hﬁ?xml version="1.0"7> -
<{?castor class-name="org.opennns.netngt.collectd.CollectdConfiguration"?>
<collectd-configuration

threads="50">

{package name="examplel”>
<filter>IPADDR *= "0.0.0.0"' < filter>
<{include-range begin="1.1.1.1" end="254.254.254.254" />

<service name="SNMP" interval="300000" user-defined="false" status="on">
<parameter key="collection" value="default" >
{sservice’

{/package>

{collector service="SNHP" class—name="org .openmns .netmgt .collectd .SnnpColl
ector' >

<scollectd-configuration>

Figure 55: OpenNMS collectd-configuration.xml as shipped

There is only one package specified in collectd-configuration.xml, as shipped, which
applies to all interfaces other than 0.0.0.0 and in the range 1.1.1.1 through
254.254.254.254 . As with poller-configuration.xml, you must have one filter
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statement per package and can then use multiple <specific> , <include-range> and
<exclude range> statements to define which interfaces this package applies to. You
can also use the <include url> tag to specify a file with a list of interfaces.

There is only one data collection service defined for OpenNMS out-of-the-box, in
collectd-configuration.xml — the SNMP service. It will run every 5 minutes (300,000
ms) and will collect the MIB variables specified in the collection called default,
specified in datacollection-config.xml. The <service> stanza can also specify values for
SNMP timeouts, retries and port number which would override the default values in
snmp-config.xml.

The package definition can also use the <outage-calendar> tag to specify scheduled
downtime for devices, during which data collection will be suspended. This should be
used to prevent lots of failed SNMP collection events. Outage periods are defined in
the poll-outages.xml file.

Obviously you can specify different packages with different address ranges, collection
intervals and with different collection keys. You can also specify data collectors other
than SNMP, such as NSClient, JMX and HTTP. See http://blogs.opennms.org/?p=242
for a note on using an HTTP data collector.

The datacollection-config.xml file defines one or more SNMP data collections that
Tarus Balog (the prime developer behind OpenNMS) calls a "scheme", to differentiate
it from the “package” defined in the collectd configuration file. These schemes bring
together OIDs for collection, into groups and the groups are mapped to systems. The
systems are mapped to interfaces by a device's systemOID. In addition, each "scheme"
controls how the data will be collected and stored.

Fundamentally, OpenNMS uses RRD Tool (Round Robin Database Tool) to store
performance data. This paper is not a tutorial on RRD Tool so please follow the
reference to RRD at the end of this paper for more information.

The basis of RRD is that a fixed amount of space is allocated for a given database
when it is created. It holds data for a given period of time, say 1 month, 1 year, etc.
The sampling interval is known so you know how many datapoints will go into the
database and hence how much space is required. Once the database is full, newer
datapoints will replace the oldest ones, cycling around.

KZxnl version="1.0"7>
<{datacol lection-config rrdRepository="-opt- -opemmns-share rrd snnp ">
<snmp-collection name="default" maxVarsPerPdu="10" snmpStorageFlag="select">
<rrd step=""300">
<rra>BRRA:AVERAGE :0.5:1:2016< /rra>
<rra>RRA:AVERAGE :0.5:12 :1488< rra>
<rra>RBA:AVERAGE :0.5:288 :366< rra>
<rra>RRA:MAX:0.5:288:366< rra>
<rra>RRA:MIN:0.5:288:366< rra>
<orredy

Figure 56: OpenNMS datacollection-config.xml collection and RRD parameters
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The <rrd> stanza specifies how data will be stored in a Round Robin Archive (RRA).
The snapshot shown in the figure above specifies:

<rrd step="300">

(@]

data to be saved every 5 minutes, per step

RRA:AVERAGE:0.5:1:2016

(@]

create an RRA with values AVERAGE'd over 1 step (ie. this data is “raw”,
not consolidated). The RRA will have 2016 rows representing 7 days of data
(5 minute steps = 12 / hour * 24 hours * 7 days = 2016). Consolidate the
samples provided 0.5 (half) of them are not UNKNOWN (otherwise the
consolidated value will be UNKNOWN)

RRA:AVERAGE:0.5:12:1488

(@]

create an RRA with values AVERAGE'd over 12 steps (ie. this data is
consolidated over 1 hour). The RRA will have 1488 rows representing 2
months of data (1 hour consolidations * 24 hours * 62 days = 1488).
Consolidate the samples provided 0.5 (half) of them are not UNKNOWN
(otherwise the consolidated value will be UNKNOWN)

RRA:AVERAGE:0.5:288:366

(@]

create an RRA with values AVERAGE'd over 288 steps (ie. this data is
consolidated over 288 * 5 min steps = 1 day). The RRA will have 366 rows
representing 1 year of data (1 day consolidations * 366 days = 366).
Consolidate the samples provided 0.5 (half) of them are not UNKNOWN
(otherwise the consolidated value will be UNKNOWN)

RRA:MAX:0.5:288:366

o

create an RRA with MAX values averaged daily and keep 1 year of data

RRA:MIN:0.5:288:366

o

create an RRA with MIN values averaged daily and keep 1 year of data

The top of datacollection-config.xml defines where the RRD repositories are kept and
how many variables can be retrieved by an SNMP V2 GET-BULK command (10 is the
default). Within the repository directory, for each node, there will exist a directory
that consists of the node number. Thus, if the system was collecting data on node 21,
there would be a directory called /opt/opennms/share/rrd/snmp/21 containing a
datafile for each MIB OID being collected. File names will match the alias parameter
for a MIB OID, in datacollection-config.xml .

The node number can be found by going to the detailed node information for a device
and choosing the Asset Info link:
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'@ bino.skills-1st.co.uk | Node | OpenNMS Web Console - Mozilla Firefox (=)o)
File Edit View History Bookmarks Tools Help

@E-»-& (24 [ http //opennms 8980/opennms/element/node jsp?node=4 [~ &] [E] =

N Nagios | (I bino.skills-1st.co.... & | [ Nagios Addons £ SourceForge net: ... Li 'snmpstorageflag s .

Node
- Log out

Admin  Help

Home / Search / Node
Node: bino.skills-1st

View Events Wiew Alarm: Resource Graphs Rescan Admin

General (Status: Active)

View MNode Link Detailed Info ‘ You: Outstanding: (Check)
You: Acknowledged: {(Check)

Availability

Recent Events

Availability (last 24 hours) 81.250%
overall L [~ 134387 | 04/08/08 01:03:45 I Normal | A services scan has been completed on this node.
DNS 100.000% [~ 1g7237 | 30/07/08 23:10:13 ' Normal | A services scan has been completed on this node.
FTP 0.000% I~ 1so1s54 | 30/07/08 09:03:46 Normal | A services scan has been completed on this node,
oD ICMP 100.000% [~ 1go1sz | 30/07/08 09:02:50 Warning | A services scan has been forced on this node.
Router Mot Manitored [~ 175101 | 29/07/08 23:07:42 Normal | A services scan has been completed on this node.

il SaIELE Acknowledge | Reset | More...

SEH 100.000%
StrafePing Mot Monitored Recent Outages
Overall 100.000% Interface Service Regained QOutage ID
DNS Not Monitored 1000121 FTP 08/07/08 0B:37:43 DOWN 3o
IFA Mot Monitored 172.16.222.1 FTP 08/07/08 08:37:41 DOWN 315
ICMP 100.000% 172.16.223 .1 FTP 08/07/08 08:37:28 DOWN 314
10.191.0.1
Router Mot Monitored
SNMP I Not Manitored
_ [F——

Figure 57: OpenNMS A?get Info link for a device

The resulting page includes the Node ID at the top.
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File Edit View History Bookmarks Tools Help

G- - @ (3 [0 nitp://opennms: 8980/opennms/asset/modify jsp7node=4 [=[B] [C-] %)

N Nagios | [ Modify | Asset | O... oG Nagios Addons . Ei SourceForge.net: ... L. | [ 'snmpstorageflag s... &=

Modify Asset

open User: adm Log out

05-Aug 05:00

MNode List ch s Path ges Dashboard Events Alarms Noti

Admin  Help
Home / Assets / Mogh
bino.skills-1st.co.ufNode ID 4)
General Information
Systemn Id .1.3.6.1.4.1.8072.3.2.10 System Name bino
System Location Cedar Chase System Contact Jane Curry
System Description Linux bino 2.6.22.17-0.1-default #1 SMP 2008/02/10 20:01:04 UTC i686

Configuration Categories
Displ -

s I Notification Category I
Category
Pall

u ae I Threshold Category I
Category

Identification

Description I Category IUnspecwfied j

Serial
Manufacturer I Model Number l— Nerlab l—
umber
Asset o -
o I Date Installed perating l—
Mumber I o
Region I | Division || Department l—
Address 1 I
Address 2 I

City l— State l— ZIP l—
Building I Floor I Room I
Rack I— Slot I— Paort I—
Circuit ID I

Figure 58: OpenNMS Asset information page, including Node ID
The snmpStorageFlag parameter in the snmp-collection stanza of datacollection-

config.xml defines for which interfaces of a device, data will be stored. Possible values
are:

o all (the old default)
e primary the primary SNMP interface

e select collect from all IP interfaces and can use Admin GUI to

select additional non-IP interfaces to collect data from (new
default since OpenNMS 1.1.0)
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File Edit View History Bookmarks Tools Help

@ T ' @ ﬁ} |E| http://opennms:8980/opennms/admin/snmpGetinterfaces?node=22&nodel: |v| [>] |'|

&)

. N Nagios | [ Select SNMP Inte... & | [| Nagios Addons . [ZSourceForge.net: ... | [} 'snmpstorageflag s... . -

Select SNMP Interfaces
User: admin (Noti
05-Aug

Path Outages Dashboard Events Alarms No ons A Reports Ch

Map

Home / Admin / Select SNMP Interfaces

Choose SNMP Interfaces for Data Collection

Listed below are all the interfaces discovered for the selected node. If snmpStorageFlag is set to "select” for a collection scheme that includes the interface marked as "Primary",
only the interfaces checked below will have their collected SNMP data stored. This has no effect if snmpStorageFlag is set to "primary” or "all",

In order to change what interfaces are scheduled for collection, simple check or uncheck the box beside the interface(s) you wish to change, and then select "Update Collection"”.
Mote: Interfaces marked as Primary or Secondary will always be selected for data collection. To remove them, edit the IP address range in the collectd configuration file.
Node ID: 22

Node Label: group-100-linux. class.example org

ifindex IP Address IP Hostname ifType ifDescription ifName ifalias SMMP Status Collect?
10.191.100.3 group-100-linux.class.example.org o null null null Primary 2
3 0.0.0.0 null 131 sit0 null Mot Collected ~
Update Caollection | Cancel I Select All I Unselect All I Reset I

Figure 59: OpenNMS GUI Admin page for specifying interfaces to collect data from

Most of the contents of datacollection-config.xml is defining groups and systems:
e groups define groups of SNMP MIB OIDs to collect

e systems use a device's System OID as a mask to determine which groups of
OIDs should be collected
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{groups>

{1—— data from standard (mib-Z) sources ——>

<group name="mib2-interfaces" ifType="all">
<mibObj 0id=".1.3.6.1.2.1.2.2.1.10" instance="ifIndex" alias="ifInOctets"” type="counter" >
<mib0bj 0id=".1.3.6.1.2.1.2.2.1.11" instance="ifIndex" alias="ifInUcastpkts"” type="counter"” >
<mib0bj 0id=".1.3.6.1.2.1.2.2.1.12" instance="ifIndex” alias="ifInNUcastpkts" type="counter" ~>
<mib0bj 0id=".1.3.6.1.2.1.2.2.1.13" instance="ifIndex" alias="ifInDiscards” type="counter” >
<mibObj 0id=".1.3.6.1.2.1.2.2.1.14" instance="ifIndex" alias="ifInErrors" type="counter" />
<mib0bj 0id=".1.3.6.1.2.1.2.2.1.16" instance="ifIndex" alias="if0utOctets" type="counter" ,>
<mibObj 0id=".1.3.6.1.2.1.2.2.1.17" instance="ifIndex" alias="ifOutUcastPkts" type="counter” ->
<mibObj 0id=".1.3.6.1.2.1.2.2.1.18" instance="ifIndex” alias="ifOutNUcastPkts" type="counter" >
<mibDbj 0id=".1.3.6.1.2.1.2.2.1.19" instance="ifIndex" alias="ifOutDiscards"” type="counter"” />
<mib0bj 0id=".1.3.6.1.2.1.2.2.1.20" instance="ifIndex" alias="ifOutErrors"” type="counter" >
<mib0bj 0id=".1.3.6.1.2.1.31.1.1.1.6" instance="ifIndex" alias="ifHCInOctets" type="counter" ~>
<mibObj 0id=".1.3.6.1.2.1.31.1.1.1.10" instance="ifIndex" alias="ifHCOutOctets" type="counter" >
</group’
{group name="mibZ-icmp” ifType="ignore">
<mibObj 0id=".1.3.6.1.2.1.5.2" instance="0" alias="icmpInErrors” type="counter" >
<mibObj 0id=".1.3.6.1.2.1.5.3" instance="0" alias="icmpInDestUnreachs" type="counter” >
<mib0bj 0id=".1.3.6.1.2.1.5.4" instance="0" alias="icmpInTimeExcds" type="counter" >
<mib0bj 0id=".1.3.6.1.2.1.5.6" instance="0" alias="icmpInSrcQuenchs" type="counter" >
<mibObj 0id=".1.3.6.1.2.1.5.7" instance="0" alias="icmpInRedirects” type="counter"” />
<mibObj 0id=".1.3.6.1.2.1.5.8" instance="0" alias="icmpInEchos"” type="counter” >
<mib0bj 0id=".1.3.6.1.2.1.5.15" instance="0" alias="icmpOutErrors" type="counter" ~>
<mib0bj 0id=".1.3.6.1.2.1.5.16" instance="0" aliaS:"icmpﬂutDestUnreachs" tgpe:"cnunter" s>
<mibObj 0id=".1.3.6.1.2.1.5.17" instance="0" alias="icmpOutTimeExcds" type=" cuunter />
<mibObj 0id=".1.3.6.1.2.1.5.19" instance="0" alias-"lcmpﬂutSchuenchs tgpe "counter” />
<mibObj 0id=".1.3.6.1.2.1.5 " alias="icmpOutRedirects" type="counter" >
I <nibDbj '1.3.6.1.2.1.5.21" instance="0" alias="icmpOutEchos” type="counter" >
<mibOb j .1.3.6.1.2.1.5.22" instance="0" alias="icmpOutEchoReps" type="counter" />
<mibOb j .1.3.6.1.2.1.5.1" instance="0" alias="icmpInMsgs"” type="counter” >
<mib0Ob j .1.3.6.1.2.1.5.5" instance="0" alias="icmpInParmnProbs" type="counter" />
<mibOb j .1.3.6.1.2.1.5.9" instance="0" alias="icmpInEchoReps" type="counter” >
<mibOb j .1.3.6.1.2.1.5.10" instance="0" alias="icmpInTimestamps" type="counter" >
<mib0Ob j .1.3.6.1.2.1.5.11" instance= alias="icmpInTimestampReps" type="counter" >
<mibOb j .1.3.6.1.2.1.5.12" instance="0" alias="icmpInAddrMasks" type="counter" >
<mib0Ob j .1.3.6.1.2.1.5.13" instance="0" alias="icmplnﬁddrHaSkRepS" type="counter" ~>
<mibOb j sakaalalaal el o) instance="0" alias="icmpOutMsgs" type="counter" >
<mibOb j Pkl Haa L L) alias="icmpOutParnProbs"” type="counter"” >
<mib0Ob j .1.3.6.1.2.15 = alias="icmpDutTimestamps" type="counter" >
<mibOb j LAl ealeail s instance="0 al1as—"1cmpﬂutTimestmpReps" tgpe:"cnunter" >
<mib0Ob j .1.3.6.1.2.1.5.25" instance="0" allas—"lcmpﬂutﬁddrﬂasks tgpe 'counter" />
<mib0bj 0id=".1.3.6.1.2.1.5.26" instance="0" alias="icmpOutAddrMaskReps" type="counter" ->
<sqroup
{group name="mibZ-host-resources-storage"” ifType="all">
<mibObj 0id=".1.3.6.1.2.1.25.2.3.1.3" instance="hrStorageIndex"” alias="hrStorageDescr” type="string"” >
<mib0bj 0id=".1.3.6.1.2.1.25.2.3.1.4" instance="hrStorageIndex" alias="hrStoragefAllocUnits" type="gauge" >
<mib0bj 0id=".1.3.6.1.2.1.25.2.3.1.5" instance="hrStorageIndex"” alias="hrStorageSize" type="gauge" >
<mib0bj 0id=".1.3.6.1.2.1.25.2.3.1.6" instance="hrStorageIndex"” alias="hrStorageUsed"” type="gauge" >
L/group>

"datacollection-config.xml" line 178 of 1966 —9%— col 5

Figure 60: OpenNMS group definitions in datacollection-config.xml

Unfortunately OpenNMS does not have a MIB compiler so all MIB OIDs need to be
manually specified in this file (the good news is that there are lots there out-of-the-
box). Once groups of MIB variables are declared, system stanzas say which group(s)
are to be collected for any device whose system OID matches a particular pattern.

Each SNMP MIB variable consists of an OID plus an instance. Usually, that instance
is either zero (0) or an index to a table. At the moment, OpenNMS only understands a
small number of table indices (for example, the ifIndex index to the ifTable and the
hrStoragelndex to the hrStorageTable). All other instances have to be explicitly
configured.

The ifType parameter can be used to specify the sort of interfaces to collect from.
Legal values are:

e all collect from all interface types
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e ignore used when the value would be the same for all interfaces eg.
CPU utilisation for a Cisco router

e <i/f type number> used to denote one or more specific interface types. For
example ifType=6 for ethernetCsmacd. See
http:/www.iana.org/assignments/ianaiftype-mib for a
comprehensive list.

OpenNMS understands four types of variables to collect on - gauge, timeticks, integer,
octetstring. Note that RRD only understands numeric data.

<systems>
<{systemDef name="Enterprise">
<sysoidMask>.1.3.6.1.4.1.<{ssysoidMask>
<collect>
{includeGroup>nibZ-interfaces</includeGroup>
£includeGroup>nibZ-tcp </ inc ludeGroup’
<includeGroup>mibZ-icmp<~includeGroup>
<scollect>
{ssystemDef>

<systemDef name="Alvarion BreezefAccess base">
<gysoidMask>.1.3.6.1.4.1.12394.4.1<{ sysoidMask>
<collect>
{includeGroup>alvarion-bad-all-frames<-includeGroup:
£includeGroup>alvarion-interfacesRB<~ inc ludeGroup>
<scollect>
<szystemDef>

<systemDef name="Alvarion BreezeAccess SU"»
<gsyszoidMask>.1.3.6.1.4.1.12394.4.1.2<{s=sysoidMask>
<collect>
{includeGroup>alvarion-snr-lgqi</includeGroup>
<scollect>
{ssystemDef>

Figure 61: OpenNMS sy-.étems definitions in datacollectibn-config.xml

In the figure above, any device which has satisfied the filtering in collectd-
configuration.xml and has a system OID starting with .1.3.6.1.4.1 (the start of the
Enterprise MIB tree), will collect performance data for MIB-2 interfaces, tcp and icmp,
as specified in the earlier <group> stanzas.

Note that the defaults in collectd-configuration.xml and datacollection-config.xml
mean that a large number of SNMP data collections will be activated out-of-the-box.
This is good in providing lots of samples in small environments but it could be a
serious performance and disk usage factor if these defaults are left unchanged, where
a large number of interfaces are monitored by OpenNMS.
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7.4.2 Displaying performance data

OpenNMS provides a large number of reports out-of-the-box, based on the default data
collection parameters. Use the Reports main menu to see the options.

@ Reports | OpenNMS Web Console - Mozilla Firefox II;HE} [il
File Edit View History Bookmarks Tools Help

@ M @ = @ ﬂ} | i http://opennms:8980/cpennms/report/index. jsp R4 B '| |"\]
N [Nagios .| 1 Reports | OpenN... & [ Nagios Addons EZ SourceForge net: @ FAQ-Configuration. .. -

Reports
User: admin - Log out
MT-05:00

Admin  Help

Home / Reports

Resource Graphs Resource Graphs provide an easy way to visualize the critical SNMP, response time, and other
KSC Performance, Nodes, Domain data collected from managed nodes throughout your network,

Availability Key SNMP Customized (KSC) Performance Reports and Node Reports KSC reports allow
Statistics Reports the user to create and view SNMP performance data using prefabricated graph types. The reports

provide a great deal of flexibility in timespans and graphtypes. KSC report configurations may be
saved allowing the user to define key reports that may be referred to at future dates. Node reports
show SMNMP data for all SNMP interfaces on a node. Node reports may be loaded into the
customizer and saved as a KSC report.

Availability Reports provide graphical or numeric view of your service level metrics for the
current month-to-date, previous month, and last twelve months by categories.

Statistics Reports provide regularly scheduled statistical reports on collected numerical data
(response time, SNMP performance data, etc.).

AnenMMS Canvriaht @ 20N2-2N08 The AREnMMS Grann Tne AnenMMS®@ iz a ranictarad trademarlk of The AnenfMS Grann Tne

Figure 62: OpenNMS Report categories available out-of-the-box

e Resource Graphs provide lots of standard reports

e KSC Performance, Nodes,Domains allows users to customise own reports
e Availability availability reports for interfaces & services
e Statistics Reports shows Top-20 ifInOctets across all nodes

Following the Resource Graphs link provides access to many standard reports.
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[ & Resource Graphs | Reports | OpenNMS Web Console - Mozilla Firefox E]@ @
File Edit View History Bookmarks Tools Help

@ - - @ (2} | htip//opennms 8980/opennms/graphiindex jsp B i= =9

| N Nagios | [ Resource Graphs... (3 | [ Nagios Addons . EE SourceForge net: | (@FAQ-Configuration... . ~

Resource Graphs
User: admin (Mot on) - Log out

AT-05:00

Events Alarms Moti i 4 teports i Map Admin Help

Home / Reports / Resource Graphs

Standard Resource Metwork Performance Data
Berfopmence Rennits The standard Performance Reports provide a stock way to easily visualize the critical SNMP

Choose a resource for & standard performance report. data collected from managed nodes and interfaces throughout your netwarlk.

Node: adsl2.skills-1st.co.uk Custom Performance Reports can be used to produce a single graph that contains the data of
: bino.skills-1st.co.uk :': your choice from a single interface or node. You can select the timeframe, line colors, line styles,

Node: blue-atlas skills-1st.co.uk i and title of the graph and you can bookmark the results.

MNode: cisco.skills-1st.co.wuk 5

Mode: deodar-mgt.skills-1st.co.uk

Node: deodar.skills-1st.co.uk

Mode: group-100-al.class.example.org

Mode: group-100-bl.class.example.org

Mode: group-100-bZ.class.example.org

MNode: group-100-cl.class.example.org

Start |

Custom Resource

Performance Reports

Choose a resource for a custom performance report,

Node: adslZ.skills-1st.co.uk

Node: bino.skills-1st.co.uk

Node: blue-atlas.skills-1st.co.uk

Node: cisco.skills-1st.co.uk

Mode: deodar-mgt.skills-1st.co.uk
Node: deodar.skills-1st.co.uk

Mode: group-100-al.class.example.org
Mode: group-100-b1l.class.example.org
Mode: group-100-b2.class.example.org
Mode: group-100-cl.class.example.org

Start |

OpenNMS Copyright @ 2002-2008 The OpenNMS Group, Inc, OpenNMS® is a registered trademark of The OpenMNMS Group, Inc.

Figure 63: OpenNMS Standard performance reports

The standard performance reports display various collected values for one particular
node which you choose from the menu provided. The different categories provide:

e Node-level performance data such as TCP connections, CPU, memory
e Interface data for each interface such as bits in/out
e Response time data for services such as ICMP, DNS, SSH

e Disk space information from the ucd-snmp MIB
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File Edit View History Bookmarks Tools Help

@ - - @ i} [ http://opennms:8980/opennms/araph/chooseresource.him?reports=all&pat | < | B | [[C°] [

N hagios | [ Choose | Resour... @ [ Nagios Addons . EZSourceForge.net: | (@ FAG-Configuration... . | -

Choose Resource

o " User: admin (MNoti - Log out
S-Au 1T-05:00

Node List ch  Out, 5 Path O s Dashboard vents Alarms  Noti 2ports Charts anc admin  Help

Home / Reports / Resource Graphs / Choose
Node: bino.skills-1st.co.uk

Choose resources to query

Please choose one or more resources that you wish to query.

SNMP Node Data

Node-level Performance Data !

SNMP Interface Data

ethl (10.0.0.121, 100 Mbps)
vmnetl (172.16.222.1, 10 Mbps)
vmnet2 (10.191.0.1, 10 Mbps)
vmnet3 (172.16.223.1, 10 Mbps)
vmnet4 (192.168.1.200, 10 Mbps)
wvmnetd (192.168.10.1, 10 Mbps) ||

Response Time

10.191.01 |
172.16.223.1
192.168.10.1
192.168.1.200
10.0.0.121
172.16.222.1 |4

Disk Table Index (UCD-SNMP MIB)

Submit I Select all | Unselect All I

Figure 64: OpenNMS Standard Resource graphs available for a selected node

Here is part of the node-level performance data set of graphs.
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File Edit View History Bookmarks Tools Help

@ Results | Resource Graphs | Reports | OpenNMS Web Console - Mozilla Firefox

=3 ]

@ - &

{2 [0 http //opennms:8980/opennms/graph/results htm?reports=alléresourceld=1 | + | & [[Gl']

2Y

! <% Loading. .. | (I Results | Resourc...3 G Magios Addons EZ SourceForge.net:
Swap
400 m
200 m
e [ | It L I P
12:00 15:00 00:00 0600
BMIn Avg : 2.8 m Min : 0.00 Max : 206.10 m
Hout Avg : 344 nm MWin : 0.00 Max : 447.10 m

System Memory Stats

Bytes

(@ FAG-Configuration... -

12:00  14:00 15:00 18:00 20:00 22:00 00:00 02:00 04:00 O06:00 08:00
W Used Other) Avg . BE7.61 M Min 596.89 M Max B56.67 M
O 10 Buff Ram Avg 3B.16 M Min 1.94 M Max 94,00 M
M Shared Men Avg 0.00 Win 0.00 Max 0.00
M Filesystem Cache Avg 1.23 6 Min 1017.34 M Max 1.33 6
[ Avail Real Menm Avg B4.55 M MWin 25.54 M Max 185.20 M
M Total Swap Avg Z.668 G Min Z.64 G Max 272G
M Total Real Menm Avg 1.98 G Min 1.98 G Max 1.88 G
CPU Usage

100

80 t 1 |

o . | . . | . .

“ g i= . ! I.\

20 [tk _._._.__._'__!_“. ““ : NM

: | | 2 " ik i i ol :
‘ | | | | | | | |
0 ! ! ! ! : L, L (L !} i b
12:00 14:00 16:00 18:00 20:00 22:00 O00:00 ©02:00 04:00 O06:00 08:00

M User Avg 32.85 Min 20.45 Max 98.30
M Nice Avg 22.41 Win 13.79 Maux J7.02
Owait Avg 2225 Hin 13.75 M 73.56
O system Avg 18.92 Min 11.71 Max 40.87
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Figure 65: OpenNMS partial display of the node-level performance data graphs

If you wish to create more selective sets of graphs for other people to use, the Key
SNMP Customized (KSC) Reports menu to create your own reports which can include
graphs of selected MIB variables from one device or can select MIB variables from
different devices. Using the “Create New” button will prompt for nodes that have data

collections configured as “Child Resources”.
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[ @& Performance | Reports | KSC | OpenNMS Web Console - Mozilla Firefox E]@
File Edit View History Bookmarks Tools Help

@ - - @ &t |01 http://opennms: 8980/opennms/KSC/indsx.htm [~]#] |
N Nagios

i

| (i Performance | Re... @ | [ Nagios Addons

EZ SourceForge.net: . @ FAQ-Configuration... -

+ admin (Notic in) - Log out
05-Aug 0 IT-05:00

Map Admin

Choose the custom report title to view or modify from the list
below. There are 4 custom reports to select from.

Memory stuff on bino

CPU stuff on bine

Response time on group-100-r2 interfaces
Router interface comprisons

View

Customnize

Create New

Create New From Existing
Delete

Submit |
Node SNMP Interface Reports

Select node for desired performance report

TTYNR

adsl2 skills-1st.co.uk
bino.skills-1st.co.wk

blue-atlas skills-1st.co.ulk
cisco.skills-1st.co.uk
deodar-magt.skills-1st.co.uk
deodar.skills-1st.co.uk
group-100-al.class.example.org
group-100-b1.class.example.org
group-100-b2.class.example.org
group-100-cl.class.example.org

Submit |

Domain SNMP Interface Reports

Mo data has been collected by domain

Descriptions

Customized Reports allows users to create, view, and edit customized reports containing any
number of prefabricated reports from any available graphable resource.

Node and Domain Reports allows users to view automatically generated reports for any node
or domain. These reports can be further edited and saved just like other customized reports.
These reports list only the SNMP interfaces on the selected node or domain, but they can be
customized to include any graphable resource.

Figure 66: OpenNMS KSC Reports menu

Selecting a node and clicking “View child resources” results in a menu of report
categories.
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@ Choose Resource | KSC | Reports | OpenNMS Web Console - Mozilla Firefox E]@ E]
File Edit View History Bookmarks Tools Help ;

Q"Z! - @ = @ ﬂ_,‘ |1 http:/fopennms:8980/opennms/KSC/customGraphChooseResource. htm?s¢ |~ B &)

@ FAQ-Configuration...

N Nagios | [1 Choose Resourc... & | [ Nagios Addons E2 SourceForge.net:;

Key SNMP Customized Performance Reports
ad (Noti - Log out
-05:00

Admin  Help

Home f Reports / KSC Reports / Custom Graph
Node: bino.skills-1st.co.uk

hoose the current resourc Descriptions

This resource has no available prefabricated graphs. Select a child The menu on the left lets you choose a specific resource that you want to use in a graph. A
resource or the parent resource (if any). resource can be any graphable resource such as SNMP data (node-level, interface-level ar generic
indexed data), response time data, or distributed response time data.

These resources are organized first by top-level resources, such as nodes or domains (if enabled),

e — and then by child resources under the top-level resources, like SNMP node-level data, response
time data, etc..

SNMP Node Data: Node-level Performance Data
SNMP Interface Data: ethl (10.0.0.121, 100 Mbps)

SNMP Interface Data: vmnetl (172,16.222.1, 10 Mbps) The resource you are currently looking at (if any) is shown just below the menu-bar on the left
SNMP Interface Data: vmnet2 (10.191.0.1, 10 Mbps) side of the page. If the resource has any available prefabricated graphs, they will be listed in the
SNMP Interface Data: vmnet3 (172.16.223.1, 10 Mbps) Choose the current resource box along with a "Choose this resource” button which will take
SNMP Interface Data: vmnetd (192.168.1.200, 10 Mbps) you to the graph customization page.

SNMP Interface Data: vmnet8 (192.168.10.1, 10 Mbps)

Response Time: 192.168.1.200 If the current resource has child resources (or if you are at the top-level) a list of available child
Response Time: 172.16.222 1 resources will be shown in the Yiew child resources box. You can select a child resource and
Response Time: 10.191.0.1 click the "Wiew child resource” button to view the details of the selected child resource, including
R | any available graphs and any sub-children. If you know the resource you are selecting has graphs,

you can go straight to the graph customization page by clicking "Choose child resource".

Choose child resource |
The View the parent resource box lets you see the parent resource of the current resource (or

see all top-level resources). For example, if you are looking at an SNMP interface resource, its
'w the parent resource . ; .
parent resource would be the node which owns that SNMP interface. If you are locking at a node,
This resource has no parent. You can use the "View top-level you would have the option to see all top-level resources.
resources” button to see all top-level resources,

View top-level resources I

Figure 67: OpenNMS Report categories available for customised reports

If you select the Node-level Performance Data option and the “Choose child resource”
button then each of the MIB variables collected can be displayed and selected.
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File Edit View History Bookmarks Tools Help

<,"3| x = @ ﬁ‘ \U hitp /fopennms:8980/opennms/KSC/customGraphEditDetails. htm?resource |v| B?I :_'| |'~k'|

N Nagios | [J Performance | Re... & | [| Nagios Addons . EZ SourceForge.net: | (@ FAQ-Configuration... . | ~

Key SNMP Customized Performance Reports

ope" User: admin (Mot n) - Log out

05-Aug-2 GMT-05:00

Node List h Ou es Path Outages Dashboard Events Alarms N 5 A ] nce Map Admin Help

Home / Reports / KSC Reports / Custom Graph
Customized Report Graph Definition

Sample graph
) TCP Open Connections
E 1.0
o
o
[
b

Node: bino.skills-1st.co.uk a 0.0
SNMP Mode Data: Node-level Performance Data g
From Tue Jul 29 10:03:10 GMT-05:00 2008 =]
To Tue Aug 05 10:03:10 GMT-05:00 2008 | &  ~+° | -

= Wed Thu Fri Sat Sun Mon
E1In (Passive) Avg : B817.11m Min : 694.32m Max : 85036 m
M out CActive) Avg 830.44 m Min B94.28 m Max 1.12

Choose graph options

Title I

Timespan 7_day j (This selects the relative start and stop times for the report)

Prefabricated Report I netsnmp.cpullsage j (This selects the prefabricated graph report to use)

Graph Index 1 j (This selects the desired position in the report for the graph to be inserted)

Cancel edits to this graph I Refresh sample view | Choose different resource Done with edits to this graph

Figure 68: OpenNMS Selecting prefabricated reports to include in a customised report

The dropdown alongside the “Prefabricated Report” field allows you to select any of
the default reports to include in your own customised reports. You can include several
different graphs, from the same or different nodes, in your KSC report.

7.4.3 Thresholding

The thresholding capability in OpenNMS has changed fairly significantly over time —
see http:/www.opennms.org/index.php/Thresholding#Merge into collectd. for a good
explanation.

Pre OpenNMS 1.3.10, collectd collected data and threshd performed thresholding —
two separate processes. This design used a “range” parameter in threshd-

configuration.xml to get around problems caused by the asynchronous manner nature
of collectd and threshd.

OpenNMS 1.3.10 merged the thresholding functionality into collectd and introduced a
new parameter into collectd-configuration.xml:

e <parameter key="thresholding-group” value="default-snmp”/>

where the value of the thresholding group matched a definition in threshd-
configuration.xml. The need for the “range” parameter disappeared. However, to
define different filters for thresholding, different packages had to be defined in
collectd-configuration.xml .
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From OpenNMS 1.5.91, (this paper is based on version 1.5.93), filters can be defined
in threshd-configuration.xml so that packages in collectd-configuration.xml can be
kept simple. The parameter in threshd-configuration.xml changes; the thresholding-
group key disappears and is replaced by:

e <parameter key="thresholding-enabled” value="true”/>

Here is the default collectd-configuration.xml:

Session Edit View Bookmarks Settings Help

E?xml version="1.0"7> -
{?castor class-mame="org.opennns.netngt._collectd.CollectdConfiguration'?>
<collectd-configuration

threads="50">

{package name="examplel">
<filter>IPADDE *= '0.0.0.0' {filter>
<include-range begin="1.1.1.1" end="254.254.254.254" />

<service name="SNMP" interval="300000" user-defined="false" status="on">
{parameter key="collection" value="default" >
{r/service’r

{/package>

<collector seruvice="SHMP" class—name="org .opennns .netmgt .col lectd .SnmpCall
ector"/>

<scollectd-configuration>

Figure 69: OpenNMS Default collectd-configuration.xml

The lack of any thresholding parameter implies that thresholding is disabled.
... and the default threshd-configuration.xml:

‘Session Edit View Bookmarks Settings Help

E"g]?xml version="1.9"7>
{?castor class-name="org.opemns.netngt.threshd . ThreshdConfiguration™?>
{threshd-configuration

threads="5">

<{package name="examplel">
<filter>IPADDR *= '0.0.0.0° < filter>
<include-range begin="192.168.0.1" end="192.168.0.254" >

<seruice name="SNMP" interval="300000" user-defined="false" status="on">
{parameter key="thresholding—group" value="default-snmp"~>
{parameter key="range" value="600000",>
{s/service>
<spackage>

<thresholder seruice="SNMP" class-name="orqg .opennns .netmgt . threshd . SampThresholder" >
{sthreshd-configuration>

Figure 70: OpenNMS Default threshd-configuration.xml
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The default threshd-configuration.xml is setup for the interim design between
versions 1.3.10 and 1.5.90. For OpenNMS 1.5.93, collectd-configuration.xml should be

changed as shown below:

‘Session Edit View Bookmarks Settings Help

[@?xn1 version="1.0"7>
{?castor class—name="org.opennms.netngt.collectd.CollectdConfiguration™?>

<collectd-configuration
threads="50">

<{package name="examnplel">
<filter>IPADDR = '0.0.0.0' < filter>
{include-range begin="1.1.1.1" end="254.254.254.254">

<{service name="SNMP" interuval="300000" user-defined="false" status="on">
{parameter key="collection" value="default" >
<parameter key="thresholding-enabled"” value="true" >

{sservice>

<spackage’

<collector service="SNMP" class—name="org.opennns .netngt.collectd.SnnpCollector” >

<scollectd—configuration>

Figure 71: OpenNMS Modified collectd-configuration.xml to enable thresholds

threshd-configuration.xml can be modified with different packages of thresholding to
apply to different ranges of nodes.

Session Edit View Bookmarks Settings Help

Ehxml version="1.0"7>
<{Tcastor class—mame="oryg.opennns.netngt.threshd. ThreshdConfiguration"7>

{threshd-configuration
threads="5">

<package name="CC">
{filter>IPADDR '= ’'0.0.0.0° < filter>
{include-range begin="10.0.0.0" end="10.0.0.254"/>
<include-range begin="172.16.0.0" end="172.16.254.254">

<seruice name="SHMP" interual="300000" user-defined="false" status="on">
<{parameter key="thresholding-group” value="CC-snmp" >
{s/service>
<spackage>

<package name="raddle">
<filter>IPADDR t= '0.0.0.0" ¢ filter>
<include-range begin="10.191.0.0" end="10.191.101.254">
<include-range begin="172.30.0.0" end="172.31.254.254" />
<exclude-range begin="172.31.100.3" end="17Z2.31.100.3"/>

<{seruice name="SNMP" interual="600000" user-defined="false" status="on">
{parameter key="thresholding—-group" value="raddle—snmp" >
{s/service’>
{spackage>

¢thresholder service="SNMP" class-name="oryg .opennns .netmgt . threshd . SampThresholder" >
{sthreshd—conf iguration>

Figure 72: OpenNMS Modified threshd-configuration.xml
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Different filters are applied to each package. The “thresholding-group” parameter is
required here and the value points to a matching definition in thresholds.xml, where
the MIBs to threshold and the threshold values, are specified.

Session Edit View Bookmarks Settings Help

[d?xnl version="1.0"7>
<thresholding-config>
{group name="CC—snmp"
rrdRepository = "soptropennns/sharesrrd/snnp.s'>
<threshold type="high" ds-name="augBusy5" ds-type="node" value="5" rearm="4" trigger="2"/>
<threshold type="lou" ds-name="freeMen" ds—type="node" value="1024" rearm="1000000" trigger="3",>
{s/group>

<!'—— Note that rearm and trigger are ignored for relativeChange thresholds - these check for 54 increase -—-—>

{group name="raddle-snmp"
rrdRepository = "sopt/opennms/share rrd/snnp/'>
<threshold type="relativeChange" ds-name="ifInlOctets"” ds-type="if" value="1.05" rearm="50" trigger="3"/>
<threshold type="relativeChange"” ds-name="ifOutOctets" ds—type="if" value="1.05" rearmn="1000000" trigger="3"/>
{s/group>

{group name="default-snmp"”
rrdRepository = "sopt-opennmns/sharesrrd/snnp.s'>
<threshold type="high" ds-name="augBusy5" ds-type="node" value="90" rearm="50" trigger="3"/>
<threshold type="lou" ds-name="freeMen" ds—type="node" value="1024" rearm="1000000" trigger="3"/>
{s/group>

<sthresholding—config>

Figure 73: OpenNMS Modified thresholds.xml for CC-snmp group and raddle-snmp group

The attributes of a threshold are:

- type: A "high" threshold triggers when the value of the data source exceeds the
"value", and is re-armed when it drops below the "re-arm" value. Conversely, a
"low" threshold triggers when the value of the data source drops below the
"value", and is re-armed when it exceeds the "re-arm" value. "relativeChange" is
for thresholds that trigger when the change in data source value from one
collection to the next is greater than "value" percent.

- expression: A mathematical expression involving datasource names which will
be evaluated and compared to the threshold values. This is used in "expression"
thresholding (supported from 1.3.3).

« ds-name: The name of the variable to be monitored. This matches the name in
the “alias” parameter of the MIB statement in datacollection-config.xml .

- ds-type: Data source type. “node” for node-level data items, and "if" for
interface-level items.

- ds-label: Data source label. The name of the collected "string" type data item to
use as a label when reporting this threshold. Note: this is a data item whose
value is used as the label, not the label itself.

- value: The value that must be exceeded (either above or below, depending on
whether this is a high or low threshold) in order to trigger. In the case of
relativeChange thresholds, this is the percent that things need to change in
order to trigger (e.g. 'value="1.5" means a 50% increase).

- rearm: The value at which the threshold will reset itself. Not used for
relativeChange thresholds.
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- trigger: The number of times the threshold must be "exceeded" in a row before
the threshold will be triggered. Not used for relativeChange thresholds.

- triggeredUEI: A custom UEI to send into the events system when this
threshold is triggered. If left blank, it defaults to the standard thresholds UEIs.

- rearmedUEIL: A custom UEI to send into the events system when this
threshold is re-armed. If left blank, it defaults to the standard thresholds UEIs.

By default, standard threshold and rearm events will be generated but it is also
possible to create customised events with the threshold attributes. This would then
make it easier to generate notifications for specific thresholding / rearm events.

Here is a screenshot with standard events generated by thresholds on the raddle
network:

N Nagios [ List | Events ... & | [ Nagios Addons £2 SourceForge.. . @ FAGQ-Configur. .. @ Thresholding -... -
— Huome / Events / List [

View all events Advanced Search Sewverity Legend Acknowledge entire search

Event Text:l Time: IAny j Search |

Results: (1-10 of 2980) —
1 2 3 4 5 Next Last

Legend | . ‘

Search constraints: Event(s) outstanding [-]

Severity Interface Service

[~ |zi7583 H Normal 05/08/08 23:59:20 [<] [>]
[+1[-]

uei.opennms.org/internal/authentication/successfulLogin [+] [-] Edit notifications for event

OpenMMS user admin has logged in from 10.0.0.121.

[ [ 217582 Normal . 05/08/08 23:58:30 [=] [=]
[+10] "uei.opennms.orgx‘internal!authénticaticm’successfuILogin [+] [-] Edit notiﬂcatinns for event
OpenMMS user rtec has logged in from 127.0.0.1.
I~ |z17566 I Warning 05/08/08 23:54:54 [=] [=] server.class.example.org [+] [-] 10.191.101.1 [+] [-] SNMP [+] [-]
[+1 -] | | | |

uei.opennms.org/threshold/relativeChangeExceeded [+] [-] Edit notifications for event

Relative change exceeded for SNMP datasource ifInOctets on interface 10.191.101.1, parms: ds="ifInOctets" value="82948.0"
previousValue="38540.0" multiplier="1.05" label="Unknown" ifLabel="eth0-000c29aealdf" ifindex="2"

I~ |z17s65 Warning 05/08/08 23:54:54 [<] [=] server.class.example.org [+] [-] 10.191.101.1 [+] [-] SNMP [+] [-]
L1i[=] [ i > 3

uei.opennms.org/threshold/relativeChangeExceeded [+] [-] Edit notifications for event

Relative change exceeded for SNMP datasource ifOutOctets on interface 10.191.101.1, parms: ds="ifOutOctets" value="E0593.0"
previousValue="37973.0" multiplier="1.05" label="Unknown" ifLabel="eth0-000c29aealdf" ifindex="2"

I~ | 217564 Warning 05/08/08 23:54:51 [=] [=] group-100-linux.class.example.o... 10.191.100.3 [+][-] SNMP [+] [-]
(i1 [+1[-]

uei.opennms.org/threshold/relativeChangeExceeded [+] [-] Edit notifications for event

Relative change exceeded for SNMP datasource ifInOctets on interface 10.191.100.3, parms: ds="ifInOctets" value="70624.0"
previousValue="19591.0" multiplier="1.05" label="Unknown" ifLabel="eth0-000c29fb7555" ifindex="2"

I~ | 217583 Warning 05/08/08 23:54:51 [<] [=] group-100-linux.class.example.o... 10.,191.100.3 [+] [-] SNMP [+] [-]
[+1[-] [+1[-]

uei.opennms.org/threshold/relativeChangeExceeded [+] [-] Edit notifications for event

Relative change exceeded for SNMP datasource ifOutOctets on interface 10.191.100.3, parms: ds="ifOutOctets" value="15337.0"
previousValue="14119.0" multiplier="1.05" label="Unknown" ifLabel="eth0-000c29fb7555" ifindex="2"
- |=217538 Warning 05/08/08 23:49:41 [«] [>] server.class.example.org [+] [-] 10.191.101.1 [+] [-] SHNMP [+] [-]
[+1[-] ; : ?

uei.opennms.org/threshold/relativeChangeExceeded [+] [-] Edit notifications for event

Relative change exceeded for SNMP datasource ifInOctets on interface 10.191.101.1, parms: ds="ifInOctets" value="400.5987209669021"
previousValue="283.394439700244" multiplier="1.05" label="Unknown" ifLabel="eth0-000c2%aeal4f" ifindex="2"

Figure 74: OpenNMS Threshold events from various devices in the raddle network

For those who prefer not to edit XML configuration files, the OpenNMS Admin menu
provides a GUI way to create and modify thresholds.
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Admin | OpenNMS Web Console - Mozilla Firefox

File Edit View History Bookmarks Tools Help

@ -»-& (& [0 nitp://opennms:8980/opennms/admirvindex jsp [~]#] |

| Y

@ FAGQ-Configur. .. |

N Nagios | [} Admin | Ope... & & Nagios Addons EZ SourceForge. .. @ Thresholding -...

Admin
) - Log out

Home / Admin

Configure Discovery Configure Discovery allows you, the Administrator, to add or delete ip address specific and
Configure Users, Groups and Roles range to discover.

Configure Notifications Configure Users and Groups allows you, the Administrator, to add, modify or delete existing
Manage and Unmanage Interfaces and Services users, If adding or modifying users, be prepared with user IDs, passwords, notification contact
Configure SNMP Data Collection per Interface information (pager numbers and/or email addresses), and duty schedule information. You can
Configure SNMP Community Names by IP then Add users to Groups.

Add Interface
Celete Nodes
Import and Export Asset Information

Configure Notifications allows you to create new notification escalation plans, called
notification paths, and then associate a notification path with an OpenNMS event. Each path can
have any arbitrary number of escalations or targets (users or groups) and can send notices
Scheduled Outages through email, pagers, et cetera. Each notification path can be triggered by any number of
Manage Surveillance Categories OpenMMS events and can further be associated with specific interfaces or services.

Manage Applications
Manage Provisioning Groups
Manage Thresholdsi

Manage Location Monitors

When OpenNMS was first started, the nodes, interfaces, and services in the network were
discovered, As your network grows and changes, the TCP/IP ranges you want to manage, as well
as the interfaces and services within those ranges, may change. Manage and Unmanage
Interfaces and Services allows you to change your OpenNMS configuration along with your

Notification Status: ® on (7 off Update | WAL LY

Manage SNMP Data Collection per Interface: This interface will allow you to configure which
non-IP interfaces are used in SNMP Data Collection.

Configure SNMP Community Names by IP: This interface will allow you to configure the
Community String used in SNMP Data Collection.

Add Interface is an interface to add an interface to the database, If the IP address of the
interface is contained in the ipAddrTable of an existing node, the interface will be added into the
node, Otherwise, a new node will be created.

Delete Nodes is an interface to permanently delete nodes from the database.

Import and Export Asset Information provides an easy-to-use interface for adding data to
OpenMMS's asset inventory from your database or spreadsheet application, as well as extracting
data from the asset inventory for use in your favorite spreadsheet or database. Our
comma-delimited file format is supported by most spreadsheet and database applications, and
details for using the Import and Export functionalities can be found through this link as well.

Scheduled Outages provides an interface for adding and editing scheduled outages. You can
pause notifications, polling, thresholding and data collection (or any combination of the four) for
any interface/node for any time,

Manage Surveillance Categories allows you to add and delete surveillance categories and
edit the list of nodes belonging to each category.

Manage applications allows you to manage applications {groups of services on interfaces).

Manually Provisioned Nodes allows you to manually add nodes interfaces and services to

Figure 75: OpenNMS Admin menu

Selecting the “Manage Thresholds” option displays all thresholds currently configured
in thresholds.xml.
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File Edit View History Bookmarks Tools Help

@ = @ z @ ﬁ_,‘ |D hitp //opennms:8980/opennms/admin/thresholds/index.htm |'| > 'I [
N Nagios | [JList | Thresh... @ | [ Nagios Addons E3 SourceForge. ... | (@ FAG-Configur... @ Thresholding-.... | -

Thresholds Configuration
User: admin (Notic ) - Log out

06-Aug-.

Admin Help

Home f Admin / Threshold Groups

Threshold Configuration

Name RRD Repository

CC-snmp Jopt/opennms/share/rrd/snmp,/

default-snmp Jopt/opennms/share/rrd/snmp/ Edit
raddle-snmp Jfopt/opennms/share/rrd/snmp/ Edit

Figure 76: OpenNMS Configuring thresholds through the Admin menu

Using the “Edit” button permits modification of an existing threshold.
File Edit View History Bookmarks Tools Help

@& -»-& {2 [0 http //opennms:8980/0pennms/admin/thresholds/index htm?groupName=C |+ | & [[Gl-] &)
N Nagios | [ Edit Group | ... & | i Nagios Addons . | Ei SourceForge.... . (@ FAQ-Configur... . (@@ Thresholding-... . | -

Open i '_ ) - Log out

06-Aug-Z00E8 AT-05:00

MNode List Search Outages Path Outages Dashboard Events Alarms Notifications Assets Reports Charts Surveillance Map Admin  Help

Home / Admin / Threshold Groups / Edit Group

Edit group CC-snmp

Basic Thresholds

Type | Datasource Datasource type | Datasource label | Yalue | Re-arm Trigger | Triggered UEI | Re-armed UEI

high  avgBusys node 5.0 4.0 2 dit Delete

low freeMem node 1024.0 1000000.0 3 Edit Delete

Create MNew Threshold

Expression-based Thresholds

Type | Expression | Datasource type | Datasource label | Yalue | Re-arm | Trigger | Triggered UEI | Re-armed UEI

Create MNew Expression-based Threshold

The upper section is Basic Thresholds (thresholds on a single datasource). The threshold details are displayed to edit the threshold, click on the "Edit" link on same line as the
threshold line. To delete the threshaold, click on "Delete” on the same line as the threshold you want to delete.

To create a new threshold, click on the "Create New Threshold" link

The lower section is for Expression-based Thresholds, where the value being checked is a mathematical expression including one or more data sources. Functionality is identical
to that for the Basic Thresholds section

If you have a custom UEI for triggering or re-arming the threshold, then it will be a hyperlink. Clicking on that link takes you to the notifications wizard for that UEL, allowing you
to see existing notifications for that UEI, and possibly create a new notification for that UEI.

Figure 77: OpenNMS Modifying thresholds through the Admin GUI

7.5 Managing OpenNMS

So far, this description of OpenNMS has focused very much on configuration by
editing xml files. It is well worth mentioning that there is now an Admin menu
(touched on in the Thresholding section previously), which means many of the
configuration tasks can be driven by a menu-based, fill-in-the-blanks GUI. Refer back
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to Figure 75: OpenNMS Admin menu for a list of the areas which can be configured
this way.

7.6 OpenNMS summary

OpenNMS is a mature and very capable systems and network management product.
It satisfies most requirements for discovery, availability monitoring, problem
management and performance management.

It has a clean architecture for configuration with everything being defined in XML
files. It has an excellent mechanism for collecting and configuring SNMP TRAPs.

For those who prefer to customise through a GUI, the Admin menu provides access to
configure some of these files without needing to know an editor or XML.

It feels like a solid, reliable product and is designed (say the developers) to scale to
truly large enterprises. There are lots of good samples provided and the default
configurations provide rich functionality.

Areas where it is weak are around formal documentation and the lack of a usable
topology map. That said, the help that is provided with OpenNMS panels is very
good. Data collection and thresholding is strong. The addition of a MIB compiler and
browser would improve matters enormously. It is also short of a way to discover
applications that do not support port-sniffing or SNMP.

There are two large problems with OpenNMS that give me great concern. You have to
bounce the whole OpenNMS system if you change any configuration files!

The second big issue — known to be under review — is the association between events,
alarms and notifications. Currently, notifications are driven from events whereas
driving them from alarms would seem preferable. There is also no link between
acknowledging events, alarms and notifications.

I have two personal negative feelings with OpenNMS. The first is that it is written in
Java. Sorry, but I hate Java applications! To be fair, OpenNMS does not suffer from
performance issues that affect so many other Java applications but its logfiles are
Java logfiles and life is just too short to find anything useful in them! My second
personal non-preference is that OpenNMS is very wordy. The important information
never seems to hit the eye on most screens.

8 Zenoss

Zenoss is a third Open Source, multi-function systems and network management tool.
Unlike Nagios and OpenNMS, there is a free, core offering (which does seem to have
most things you need), and Zenoss Enterprise that has extra add-on goodies, high
availability configurations, distributed management server configurations and various
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support contract offerings which includes some education. For a comparison of the
“free” and “fee” alternatives, try http:/www.zenoss.com/product/#subscriptions .

Zenoss offers configuration discovery, including layer 3 topology maps, availability
monitoring, problem management and performance management. It is based around
the ITIL concept of a Configuration Management Database (CMDB), “the Zenoss
Standard Model”. Zope Enterprise Objects (ZEO) is the back-end object database that
stores the configuration model, and Zope is the web application development
environment used to display the console. The relational MySQL database is used to
hold current and historical events.

Zenoss 2.2 has recently been released which provides “stack” builds — complete
bundles including Zenoss and all its prerequisites. These stack installers are
available for a wide variety of Linux platforms; standard RPM and source formats are
also available. For easy evaluation, a VMware appliance can be downloaded, ready to

go.
I tried both the VMware build and the 2.2 stack install for SuSE 10.3; both were

relatively painless. The rest of this section is based on the 2.2 stack installation on a
machine whose hostname is zenoss.

To access the Web console, point your browser at http:/zenoss:8080 . The default user
is admin with a password of zenoss . The default dashboard is completely configurable
but this screenshot is close to the default.
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Figure 78: Zenoss default dashboard

8.1 Configuration — Discovery and topology

There is a good Zenoss Quickstart document available from
http://www.zenoss.com/community/docs . Similar to OpenNMS, the architecture is
based on object-oriented techniques.

8.1.1 Zenoss discovery

zProperties can be defined for devices, services, processes, products and events.
Objects can be grouped and sub-grouped with zProperties being refined and changed
throughout the hierarchy. So, for example, the Device object class has default
subclasses for different device types, as shown below.
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I_ no_ping

1of8 | Discovered - show all Page Size 40
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Figure 79: Zenoss device classes

The class of Devices has a zProperties page as do the classes Network, Server, Printer,
etc. Devices will initially be added to the Discovered class and can then be moved to a
more appropriate class.
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} Zenoss: Server - Mozilla Firefox
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Figure 81: Zenoss Linux Server devices

1 wyne L]

Figure 80: Zenoss Server Device classes

Discovery and monitoring is largely controlled by the combination of zProperties
applied to a device, of which there are a large number (most with sensible defaults).
Initially, basic SNMP and ping-polling parameters should be configured in the
zProperties page for Devices.
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Figure 82: Zenoss zProperties for the Device class (part 1)
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)} Zenoss: Devices - Mozilla Firefox = M=l X

File Edit VWiew History Bookmarks Tools Help
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F;gure 83: Zenoss zProperties for the Device class (part 2)
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ZWiriEveritlog Im boolean !

ZWinEvertlogMn Severity |2 int !

zWinPasswerd I string i

ZWinlser I string /

zWmiMoniterlgrore m boolean !

z¥mlRpcMonitorlgnore Im boolean {
Save |

Delete Local Property
I v| | Delete |

Figure 84: Zenoss zProperties for the Device class (part 3)

The left-hand menus of the web console provide an “Add Device” option (nothing is
discovered automatically, out-of-the-box).

£} Zenoss: dmd - Mozilla Firefox

File Edit View History Bookmarks Tools Help

ZensSS core

Zenoss server time: 18:52

Add Device
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Tag Number I— Serial Number I—
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Rack Slot P

Comments
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HW Manufacturer I—;l I— Add

HW Product = [ _Add

05 Manufacturer I—;l I— Add

08 Product = [ _Add

Location Path [=

New Location | &I

Systems I'f_

New System I M

Groups |I,_

New DeviceGroup | Add
Collector I localhost |
Mew Collector I Add

Add Device |

Figure 85: Zenoss Add Devices dialogue

Once a device has been discovered (which by default uses ping), if the discovery
protocol is set to SNMP then the device will be queried for its SNMP routing table.
Any networks that the device has routes to will then be added to the object class of
networks.
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Figure 86: Zenoss Networks class with drop-down menu

Once the presence of a network has been discovered, devices can automatically be
discovered on that network — this uses a spray ping mechanism. There is a drop-down
menu from the top-left corner of the Networks page (which works fine for simple Class
C networks). Although the GUI does manage to display subnetworks accurately, even
if the subnetmask is not on a byte boundary, the “Discover Devices” menu does not
honour the subnetmask. However, a good feature of Zenoss is that there is a
command line (CLI) for virtually everything and the CLI for device discovery on a
network does honour supplied netmasks. For example:

zendisc run --net 10.0.0.0/24

Note that the Zenoss discovery algorithm is very dependent on getting routing tables
using SNMP and the Zenoss server must support SNMP itself.

For devices that do not support ping but do support SNMP, they can be added
manually with the “Add Device” menu. The zProperties of the device (or class of
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devices if you create a subclass) should have zPingMonitorIgnore=True and
zSsnmpMonitorIgnore=False .

There are three Zenoss processes that implement discovery:

e zenmodeler can use SNMP, ssh and telnet to discover detailed information
about devices. zenmodeler will only be run against devices that have already
been discovered by zendisc . By default, zenmodeler runs every 6 hours.

e zenwin detects Windows (WMI) services
e zendisc is a subclass of zenmodeler. It traverses routing tables using SNMP

and then uses ping to detect devices on discovered networks.

8.1.2 Zenoss topology maps

Zenoss has an automatic topology mapping option which can display upto 4 hops from
a selected device. It even seems to be able to understand networks served by several
routers!

) Zenoss: dmd - Mozilla Firefox

File Edit View History Bookmarks Tools Help

vice or Network Dewvice Class Filter

group-100-11 class example.org _ "
Number of Hops Repulsion

™ Fit to window

10.191.100.0

Browse By group-100-ri.cl... group-100-al.cl...

\ J
s o

172.30.100.0 £ p
L

172.31.100.0
)
group-100-r2.cl...
— 4 s

LS

A ¥ group-100-r3.cl...

et

172.31.100.16

Figure 87: Zenoss Network Map showing 4 hops from group-100-r1

107



8.2 Availability monitoring
Availability monitoring in Zenoss can use 3 different methods:
e ping tests
o implemented via zenping
o detects device availability
e service tests
o implemented via zenstatus
o detects services as defined by TCP / UDP ports
e process tests and Windows Services tests
o implemented via zenprocess

o detects processes using the SNMP Host Resources MIB using the
snmp.IpServiceMap zCollectorPlugin driven by zenmodeler

o detects Windows services using WMI using the WinServiceMap driven by
zenwin
8.2.1 Basic reachability availability

Basic availability monitoring is controlled by “Collectors”. These are also known as
“Monitors” (and the documentation can be confusing!), The Collectors menu can be
found on the left-hand side.
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Fzgure 88: Zenoss Collectors (Monitors) overview

The devices being monitored are shown at the bottom of the screen. To change any of
these parameters, use the “Edit” tab. The defaults for availability monitoring are:

e Ping cycle time polling 60 sec
e Ping timeout 1.5 sec
e Ping retries 2

e Status (TCP/UDP service) polling interval 60 sec
e Process (SNMP Host Resources) polling interval 180 sec
e SNMP performance cycle interval 300 sec

What availability checks are carried out on a device is controlled by the zProperties of
that device, remembering that zProperties can be set at any level of the object
hierarchy. By default the /Devices class has zPingMonitorIgnore=False and

zSnmpMonitorIgnore=False so every device will get ping polling at 1 minute intervals
and SNMP polling at 5 minute intervals.
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8.2.2 Availability monitoring of services - TCP / UDP ports and windows
services

Service monitoring for TCP / UDP ports and Windows services, is configured through
the “Services” menu.

Administration ZProperties Modifications

I IpService
[ Winservice

Description Monitor

Figure 89: Zenoss Services menu

A very large number of Windows services are preconfigured out-of-the-box. These
services are actually monitored by the zenwin daemon which uses (and requires) WMI
on the Windows target machine. Note the “Count” column showing on how many
devices these services have been detected
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Administration zProperties Modifications

Sub-Folders

v Servces

Select: All None
Name Description Monitar  Count
I_ ALG Application Layer Gateway Service False (i}
|_ AelookupSvc Application Experience Lookup Service Falze [i]
______ [ alerter Alerter False 1
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I_ BITS Background Inteligent Transfer Service Falze 1
|_ Browser Computer Browser Falze 1 i
|_ COMSysApp COM+ System Application False 0
[ Cisve Indexing Service Falze V]
™ clipsry ClipBook False 1
|_ Crypt Svc Cryptographic Services Falze (i}
I” DHCPServer DHCP Server False 1
r DNS DNS Server False 1
[ DeomLaunch DCOM Server Process Launcher False 1]
[ Dis Distributed File System False 1
™ phep DHCP Client False 1
™ Dnscache DNS Client False 1
] ERSvc Error Reporting Service False 1]
[ EvertSystem COM+ Event System False 1 i
T S 5 -

Figure 90: Zenoss Windows services

Even more IP services come configured out-of-the-box. There are two subclasses of IP
services — Privileged and Registered; either can monitor either TCP or UDP ports.
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Classes Administration zProperties Modifications
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[ emfis-crtl 141 EMFIS Cortrol Service False v}

Figure 91: Zenoss Privileged IP services

Again, note the “Count” column. Clicking on the service name shows where the
service has been detected:
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Service Class
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Service Keys domain, tcp_00053, udp_00053
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tcp 00053 False
tcp 00053 False
udp 00053 False
udp 00053 Falze
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Itcp-UUUSE N show all Page Size Fl} ok

Management
d

Fig

ure 92: Zenoss devices running the domain (DNS) service on TCP 53 or UDP 53
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The fact that a service has been detected does not imply that it is being monitored for
availability (the default, out-of-the-box, is that nothing is monitored). The “Monitor”
column for devices shows whether active monitoring is taking place (and hence events
potentially being generated). The “Monitor” field in the top part of the window shows
the global default for this service.

To turn on service monitoring globally for a particular service, use the Services menu
to find the service in question. You can then use either the “zProperties” tab or the
“Edit” tab to change the Monitor global default to True (the default, as shipped, is
False).

To turn on service monitoring for a specific device, access the main page for a device
and open the “OS” tab. Under the “IP Services” section, click on the “Name” column
header to see services detected. Click on the service name which brings up the service
status window for the device where the “Monitor” field can be changed — don't forget to
click the “Save” button. Note that the “Monitored” box in the IP Services heading bar
can be used to toggle the display between detected services and monitored services.

Note that the drop-down menu to “Add IpService” is driven by typing in a partial
match of the service name you want — the subsequent dropdown then shows
configured services that match your selection.

8.2.3 Process availability monitoring

Unix / Linux process monitoring relies on the SNMP Host Resources MIB on the
target device. Processes to be monitored can be flexibly defined using regular
expressions. Start from the “Processes” menu to see processes defined (there are none
out-of-the box). Use the drop-down menu to “Add process”.
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Classes Sequence

v Sub-Folders

Processes

admin

Administration zProperties Modifications

Add Pr

Delete Pr

Regex Monitor
fip True

mahjongg True

Figure 93: Zenoss Processes with drop-down menu

Supply a process name and it will be added to the list. To modify the definition of the
process, click on the process name and select the “Edit” tab.

Administration ZProperties Modifications

State at time: 2008/07/04 15:37:49

Name
Regex

lgnore Parameters

Description

Firefox

[firefox

Figure 94: Zenoss dialogue for modifying process definition

To modify the zProperties of a process, use the “zProperties” tab.
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Status Edit Administration zProperties Modifications

zProperties Configuration

Property Value

zAlert OnRestart IFaIse x|
zCountProcs IFaIse =l

zFailSeverity I Eror x|
zManitor I Tue  ¥|

Save |

Type
boolean
boolean
int

boolean

Figur 95: Zenoss zProperties for the firefox process

To apply process monitoring to a device, from the OS tab of the device page, select the
drop-down menu and use the “Add OSProcess” menu. Defined processes are selectable

from the drop-down window.

Add OSProcess

[setect L = o :
OK mahjongg

[nl

“f : A
Figure 96: Zenoss Add OSProcess monitoring to a specific device
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Note that there are currently (July 4th, 2008) a couple of bugs to do with process
monitoring whereby processes “disappear” from the OS tab of a device and/or show the
wrong status (tickets #3408, #3399, #3270). To mitigate against these, the zenprocess
daemon should be stopped and restarted whenever modifications have been made to
do with processes. You can use the GUI by choosing Settings and selecting the
Daemons tab.

Temporarily, it would also be wise to use the menu for the process and select to Lock
the process from Deletion.

More sophisticated availability monitoring can be implemented using standard
zCollectorPlugins — note that these are modelling plugins as distinct from
performance plugins. zCollector plugins are applied to device classes or devices
through the zProperties tab — use the “Edit” link alongside “zCollectorPlugins” to show
or modify the plugins applied and available.

admin  Preferences

LogoLt

Zenoss server time:

" os Hardware Software Events Perf | Edit

Sortable Selection

Mame: zCollectorPlugins
Path: f

z snmp. iceMap x Flicle: Fields zenoss.cmd.darwin.cpu :
zenoss.snmp.DeviceMap ¥ zenoss.cmd.darwin.ifconfig _
zenoss.snmp.interfaceMap X zenoss.cmd.darwin.memory
zenoss.snmp.RouteMap X zenoss.cmd.darwin.netstat_an

zenoss.cmd.darwin.process
zenoss.cmd.darwin.swap
zenoss.cmd.df

zenoss.cmd.linuxifconfig

[4]

Available fields (drag to other list to add)

FLre 97: Zenoss zCollectorPlugins

Note that the Add Fields / Hide Fields appears greyed out but does actually work. The
plugins shown on the left in the screenshot above are the default for the /Devices class.
The /Devices/Server class has several more SNMP-based plugins, by default and

the /Devices/Server/Windows class has an extra wmi.WinServiceMap plugin.

Documentation on these plugins seems a little sparse but here are a few clues:
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ZenNnQssScor:
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Main Views
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Browse By
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Add Device

Mibs
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Event M

Figure 98: Zenoss default plugins for class /Devices /Server [ Windows

e zenoss.snmp.InterfaceMap
e zenoss.snmp.IpServiceMap

e zenoss.snmp.HRSWRunMap

e zenoss.wmi.WinServiceMap

One way to find what plugins are applied by default to device classes is to inspect the
migration script supplied
in /usr/local/zenoss/zenoss/Products/ZenModeler/migrate/zCollectorPlugins.py .

To see what plugins are active on a specific device, use the devices main page menu
and select the “More” menu to find the “Collector Plugins” menu.
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zenstatus daemon queries TCP/UDP port info
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Devices MNetwork Router /Cisco igroup-100-r1.class.example.org

0s Hardware Software Events Perf

Sortable Selection

Mame: zCollectorPlugins
Path: INetwork/Router/Cisco

zenoss.snmp.NewDeviceMap X
zenoss.snmp.DeviceMap X
zenoss.snmp.CiscoMap
zenoss.snmp.interfaceMap X
zenoss.snmp.CiscoHSRP

zenoss.snmp.RouteMap X

Metwor

Reports

Management

Plugins (drag to change order)
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Figure 99: Zenoss zCollectorPlugins for device group-100-r1.class.example.org

When modifying characteristics for specific devices, do note that the main page menu
(from the arrow drop-down at the top left corner) has both a “More” submenu (which
includes zProperties among other things) and a “Manage” submenu.
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Figure 101: Zenoss Device Manage submenu
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8.2.4 Running commands on devices

A few Commands are defined out-of-the-box and can be seen using the left-hand
“Settings” menu and then selecting the “Commands” tab. New commands can be

added using the “Add User Command” drop-down menu.

ZenNnQSsScore

Settings Commands ZenPacks Menus Portlets Daemons Versions

Define Commands

Select: All Mone

Backups

[ DNS forward host ${device/managelp}

[ DNS reverse host ${device/id}

r ping ping -c2 ${device/managelp}

] snmpwalk snmpwalk -v1 -c${device/zSnmp Community} ${here/managelp} system
[~ traceroute traceroute -g 1 -w 2 ${device/managelp}

Figure 102: Zenoss Commands provided out-of-the-box

From a device's main page, there is a submenu to “Run Commands”.

Software Events Perf Edit

IP:172.31.100.21  Status: @ Up
Status

Component Type

"""" IpRouteEntry @

Q@

Ipinterface

Organizers 0s
Location

Groups

S ..S;'St.ems

Collector \d.c"aln.ost. N HW Modlel .2.92.4XI._\|'
05 Wersion |0S 12.0(5.1)XP
ger © RackSlet 0
Figure 103: Zenoss Run Commands for a particular device
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Although much of the availability monitoring that has been demonstrated so far relies
on SNMP, it is also possible to use ssh or telnet to contact remote devices and run
monitoring scripts on them.

8.3 Problem management

The Zenoss event management system can collect events from syslogs, windows event
logs, SNMP TRAPs and XML-RPC, in addition to managing events generated by
Zenoss itself (such as availability and performance threshold events).

When an event arrives in the Status table of the events database, the default state of
the event is set to “ New”. The event can then be Acknowledged, Suppressed or
Dropped. From there, an event will be archived into the Event History database in one
of four ways.

e Manually moved to the historical database (historifying)
e Automatic correlation (good event clears bad event)

e An event class rule

e A timeout

Events automatically have a duplication detection rule applied so that if an event of
the same class, from the same device, with the same severity arrives, then the repeat
count of an existing event will simply be incremented.

Global configuration parameters for the event system can be configured from the
“Event Manager” left-hand menu.

By default, status events of severity below Error, are aged out to the Event History
database after 4 hours. Historical events are never deleted.
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Fields History Fields Commands Modifications

Connection Information

Backend Type
User Name

Password
Database
Hostrname

Part

mysgl

|zenoss
Ievents
IIocthost

307

Cache Timeout

Cache Clear Count
History Cache Timeout

History Cache Clear Court

Event Aging Thresheld (hours)

Dont Age This Severity and Above

Delete Historical Everts Older Than (days)
Default Availabilty Report (days)

Default Syslog Priority

—
—
O
cca—
=]
=T
==
==

Save Changes

Save |

Figure 104: Zenoss Event Manager configuration

8.3.1 Event console

The main Event Console is reached from the “Event Console” menu on the left. The
default is to show all status events with a severity of Info or higher, sorted first by
severity and then by time (most recent first). Events are assigned different severities:

e Critical
e Error

e Warning
e Info

e Debug

o Clear

Red
Orange
Yellow
Blue
Grey

Green

The events system has the concept of active status events and historical events (two
different database tables in the MySQL events database).

Events in the console can be filtered by Severity (Info and above by default) and by
State (New, Acknowledged and Suppressed where New and Acknowledged are shown
by default). Any event which has been Acknowledged changes to a wishy-washy
version of the appropriate colour. There is also a Search box at the top right for

filtering events.
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©) Zenoss: Events - Mozilla Firefox I--:— m|

File Edit View History Bookmarks Tools Help

@ > &
ZEeN0OSS core

&
Last updated 2008-07-04 16:37:13. Wiew Evert History ...

v Sev Sicics Acknowledged | m —

Select: Al Nore Acknowledged Unacknowledged 1-14 of 28

m - | component

ﬂ_l‘ EJ http://zenoss: 8080/zport/dmd/EventsiviewEvents ?notabs=1 |v| [>] |.|

eventClass summary lastTime

[~ | group-100-r1 class.ex: cousSmin fPerfSnmp. Error reading value for ‘cpuSmin” on 2008/07/03 2008/07/04
group-100-r1 class.example.ong (oid 14:33:46.000 00:37:00.000

Figure 105: Zenoss Event Console

From the Console, events can be selected by checking the box alongside the event and
the drop-down can be used for various functions including “Acknowledge” and “Move
to History”. The drop-down can also be used to generate any test event with the “Add
Event” option (if you are a CLI person rather than a GUI person, the zensendevent
command is also available).

The column headers of the Event Console can be used to change the sorting criteria
and the icon at the far right of the event can be used to display the detailed data of
fields.

8.3.2 Internally generated events

Events are automatically generated by Zenoss if an availability metric is missed (such
as a ping check failing or a service check failing). Similarly, if performance sampling
is setup along with thresholds, then events will be generated if the threshold is
breached. Reasonable defaults for such events are configured out-of-the-box.
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Events are organised in class hierarchies which have zProperties, just like Devices.
To modify the properties of an event, select the “Events” option from the left-hand
menu.

Devi Search

admin  Prefel

Mappings Events ZProperties

SubClass Count

14 Instance Count

Description (= 1

SubClasses

Select: All Mone

[ Heartbeat 0 0 0
I_ IpService ] 1] 4
™ Nadios i 0 0
™ osprocess o 0 5
[~ pert 0 0 0
I Ping 0 0 4
™ srmp i 0 9
[ Update 0 0 0
[ web 0 0 0
™ winservice 0 2 1
™ wmi 1 0 0
™ miRoc 0 0 0
™ zenwinmodeler o 1} 0
1013 [Heartbeat ~] Shew Page Size 40 ok

i EventClass Mappings
- EventClasskey Evaluation Events

Figure 106: Zenoss Event classes and subclasses

To modify the context of any event, select the event and use the zProperties tab.

admin  Prefel Logout Hel

Classes Mappings Events zProperties

ZProperties Configuration

Property Value Type Path

zEvertAction I status | string !

Main Views

zEvertClear Classes lines !

zEventSeverity I Original | int f

Save |

Delete Local Property
I | | Delete |

igure 107: Zenoss zProperties for the event class [Event/Status/OSProcess

Browse By
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Events are mapped to Event Classes by Event Class instances. Event Class instances
are looked up by a non-unique key called EventClassKey. When an event arrives it
is:

e Parsed
e Assigned to the appropriate class and class key
e Context is then applied:
o Event context is defined in the zProperties of an event class

o After the event context has been applied, then the device context is applied
whereby the ProductionState, Location, DeviceClass, DeviceGroups, and
Systems, are all attached to the event in the event database.

e Once these properties have been associated with the event, Zenoss attempts to
update the zEventProperties. This allows a particular device or class of devices
to override the default values for any given event.

To change the event mapping, select the event class and use the Mappings tab.

ZenNOSsScoe

[Events /Status /Snmp frap_123 11.3.6.1.4.1.123.0.1234 ‘Zenoss server time: 20:42

Status i Sequence ZProperties Events Modifications

Total Event Count

EventClassinst

Everit Class Key 1.361.41.123.01234
Seguence 0
Rule

Regex

Example
roduc snmptrap 1.36.1.41.123.01234
Transform

Browse By Explanation

ns Resolution

Figure 108: Zenoss Event mapping

The “Edit” tab allows editing of any of these fields.

8.3.3 SNMP TRAP reception and configuration

Zenoss automatically listens for SNMP TRAPs on UDP/162 (the well-known trap port)
using the zentrap process. Some generic TRAPs (2 3 and 4 for Link Down, Link Up
and Authentication Failure) are automatically mapped to defined classes. Other
generic TRAPs (such as 0, 1 for Cold Start and Warm Start) appear as the /Unknown
event class, as will any specific TRAPs. It is simple to map such events to an already
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configured event class by selecting the occurrence of the event and using the pull-down
menu to select “Map Events to Class” - pick the correct class from the scrollable list.

It is also possible to create new event classes. Starting from Events on the left menu,
navigate to the place in the event class hierarchy under which you want to create a
new class and use the drop-down menu to “Add New Organizer” and give the class a
unique name.

Zenoss server time: 21:03;

Main Views Classes Mappings Events zProperties

Events - SubClass Count 15 Instance Count
Description = - . -
SubClasses
SubClasses Instances Events
0 0 1]
0 0 4
Delete Or 0 0 1}
[v] 0 5
[~ pert 0 0 0
I ping 0 1 3
I somp 1 2 1
I_ Update [i] 0 0
[~ web 0 0 0
I WinService o 2 1
™ wmi 1 0 0
™ miroc 0 0 0
I_ zenwinmodeler 0 0 0
10113 [Heartbeat ~] show all Page Size 40 ok
- EventClass Mappings
- EventClasskey Evaluation Ewents

Figure 109: Zenoss menu to create a new event class

8.3.4 email / pager alerting

“Alerting Rules” are Zenoss's way of sending email and/or paging notifications. These
are configured on a per-user basis, starting from the “Preferences” menu towards the
top right of the web console. The “Alerting Rule” tab then shows existing rules and
permits rule creation / deletion.
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admin  Pre

Event Views Alerting Rules

Eepeat Time i Enabled Send Clear
Add Alerting Rule... Does not repeat True True

work Map

Classes Delete Rules...

Figure 110: Zenoss menu to create Alerting Rule

Using the “Edit” tab permits changes of existing alerting rules. Different rules can be
applied based on a combination of severity, event state, production state and a more
generic filter. The Production State is assigned to a device or device class:

e Production

e Pre-Production

o Test

e Maintenance

e Decommissioned

The Production State can be set or changed using the “Edit” tab from a device main
page. The default is Production. The Production State attribute can be used to
control whether a device is monitored at all, whether alerts are sent and whether a
device is represented on the Zenoss main dashboard. It is very simple to modify the
Production State to put a device or class of devices into maintenance, for example.
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Message Schedule

State at time: 2008/07/08 12:12:09

Delay (secs) Enabled False |

Address (optional) Fe.curry@skills-‘l stoco.uk
Repeat Time (secs) F!

Action
Plain Text

Send clear messages True ;l
(Where

Production State |= | | Production Jid | ;I
Severity |== | I Error  ¥| ;I
Pro Event State |= | I New Jid | ;I

Add fiter

Save |! gent

—__ Component

Browse By

Device Class
Device Groups
Device Priority
Evert Class
Event Class Key

Figure 111: Zenoss Editing alerting rule

The email or pager message of the Alerting Rule is configured by the “Message” tab
and the “Schedule” tab can be used to create different alerting rules at different times.
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Message Schedule

. State at time: 2008/07/08 12:17:28

Message (or Subject)
|[zenoss] Y(device)s Y(summarnys
Body

Device: %(device)s

Component: %(component)s
Severity: Yo i i
Time: Yl

Message:
Yi(message)s

Clear Message (or Subject)

|[zenoss] CLEAR: %idevice)s % clearOrEventSummary)s
Clear Body

Event: %(summary)s'

Message: -

Save |

Message Format is a python format string. Fields are specified as %ifieldname)s. The list of fields available in the event database is: dedupid, evid, device,
component, eventClass, eventkey, summary, message, severily, eventState, eventClasskey, eventGroup, stateChange, firstTime, lasiTime, count, prodState,
suppid, manager, agent, DeviceClass, Location, Systems, DeviceGroups, ipAddress, facility, priority, ntevid, ownerid, clearid, DevicePriority,
eventClassMapping, monitar.

Figure 112: Zenoss Alerting rule message format

Global parameters for email and paging, along with other useful parameters, can be
defined from the “Settings” left-hand menu.
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Main Views Commands

SMTP Host

SMTP Port (usually 25)

SMTP Username iblank for none)
SMTP Passwaord (blank for none)
From Address for Emails

Use TL5?

Page Command

Products Dashboard Production State Threshold

Dashboard Priority Threshold
Browse By .

State Conversions

Priority Conversions

Administrative Roles

Google Maps APl Key Help

Figure 113: Zenoss Settings parameters

Logout

Menus Portlets Daemons Versions Backups

Ismtp.ourshack.com
ﬁE
Is‘l bjc

Use this only if authentication is required|

I$2ENHOMEIbin.fzen
I‘I 000

Froduction:1000
Pre-Production:S00

Maintenance:300
Decommissioned:-1

Highests
High:4
MNormal:3
Low:2
Lowest:]
Trivial:0

Administrator
Analyst
Engineer
Testar

P\BQI.&WypyOg‘InKibn‘lufoQNdNGthZYYB?S[

Save |

The out-of-the-box email notifications provide handy links back to Zenoss to
manipulate the event that is being reported on.
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[zenoss] hp7410 . skills-1st.co.uk ip 10.0.0.97 is down + zenossuser_admi... jane.curry... - 20:02
[ Subject: [zenoss] hp7410.skills-1st.co.uk ip 10.0.0.97 is down
From: zenossuser admin@zenoss skills-1st co.uk
Date: 20:02
To: [ane.curry@skills-1st.co.uk

Device: hp7410.skills-1st.co.uk
Companent;

Severity: Critical

Time: 2008/07/09 20:02:30.000
Message:

ip 10.0.0.97 is down

Event Detail

Acknowledge

Delete

Device Events

Figure 114: Zenoss email generated by event notification, including links

8.3.5 Event automations

Any event can be configured to run an automatic script. This can be in addition to the
email / pager alerting rules described above. Such automation scripts are known as
Zenoss Commands and are run by the zenactions daemon. They are configured from
the “Event Manager” left-hand menu using the “Commands” tab.

Devi Search

admin  Prefel £l Logout Hel

Zenoss server time: 14:28:

State at time: 2008/07/08 13:41:13

Enabled

Default Command Timeout (secs)

Delay (secs)
Repeat Time (secs)

Command

x| I.fStatus.fSnmp.ftrap_123 e |

Management

Add fitter I

Save |

I

Figure 115: Zenoss Event Command definition
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8.4 Performance management

Zenoss can collect performance data and threshold it using either SNMP (through the
zenperfsnmp daemon) or by commands (typically ssh), using the zencommand daemon.
The data is stored and displayed using RRD Tool.

8.4.1 Defining data collection, thresholding and graphs

Configuration of performance data collection, thresholding and display is done
through templates. As with other Zenoss objects, templates can be applied to a specific
device or to a higher level in the device class object hierarchy. To see all the defined
templates, navigate to the Devices page and use the left-hand dropdown menu and the
“More” submenu to choose “All Templates”.

©) Zenoss: Devices - Mozilla Firefox

File Edit \Wiew History Bookmarks

Tools Help

> @

ﬁ} | & http:/izenoss:8080/zporydmd/iDevices/performanceTemplates

ZenQOSsSicore

Main Views Classes

Events

ZProperties Templates

admin  Prefe Logout

- All Performance Templates

Select: All Mone

|~ Device HRMB
|~ Device HRME

1of 20

IDevice -

[Devices/ServerMindows/devicesiwsvr2k] class example.org

[Devices/Server

show all

Name Definition Path Description
I_ Device [Devices Basic template that only collects sysUpTime.
I_ Device {Devices/Network/Router/Cisco Cisco template that collects cpu and free memery. Has CPU threshold at 90%
I_ Device {Devices/Server Net-SNMP template for late virtage unix device. Has CPU threshold.
I_ Device {Devices/ServerMindows Windows template that requires Informant MB
I_ Device {Devices/Server/Scan Blank device template. No collection on port scanned devices.
I_ Device {Devices/Server/Cmd ZenPlugin template for late vintage unix device. Has CPU threshald.
I_ Device {Devices/Power/UPS/IAPC APC Device Profile that tracks battery capacity, load and rurtime
| Device {Devices/Ping Blank Template.

Windows template that requires Host Resources MB
Windows template that requires Host Resources MB

I_ File System {Devices/Server Filesystem template that uses HOST-RESOURCES mib. Has a 90% threshold.
I_ File System {Devices/Server/Cmd Filesystem template that uses ZenPlugins

I_ HardDisk [Devices/ServerMindows HardDisk I/ template that requries Informat MB

| IpService [Devices Place holder for future use.

|~ OSProcess [Devices Monitors for O0SProcess object

I_ Urused Device HRME /[Devices/Server Windows template that requires Host Resources MB

[~ WinService [Devices Place holder for future use.

| ethernetCsmacd [Devices Standard ethernet interface template with 75% utilization threshold

I_ ethernet Csmacd {Devices/Server/Cmd Ethernet interface template for ZenPlugins with 75% wutilization threshold

|~ ethernetCsmacd 64 {Devices Template for 64-bit interface courters. Must use SNMP v2c for it to work.

Page Size FU ok

Figure 116: Zenoss All Templates showing all defined performance templates

With the exception of the templates with “HRMIB” in the name, the above figure
shows the default templates as-shipped. Note that these are defined templates —
there is no indication here as to which are active on what objects.

Note in the screenshot above that there are several templates called “Device”.
Templates can be bound to a device or device class to make it active. When
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determining what data to collect, the zenperfsnmp (or zencommand) daemon first
determines the list of Template names that are bound to this device or component.
For device components this is usually just the meta type of the component (e.g.
FileSystem, CPU, HardDisk, etc.) For devices, this list is the list of names in the
device's zDeviceTemplates zProperty.

File Edit View History Bookmarks Tools Help

@

(i} |© httpi/izenoss:8080/zportidmd/Devices/Server/Linux/devices/bino.skills-1s |+ | b [[Gl-]

admin  Prefe 5 Logout Hi

Zn_oss Server time: 311

0s Hardware Software Events

ZProperties Configuration

Property Value Type Fath
zCollector Cliert Timeout |1 80 int !

zCollector Decoding |Iatin-‘| string f

zCollector LogChanges True ;[ boolean /

zCollector Plugins Edlit lines JServer/Linux
zCommand Command Timeout I‘I =0 float !

zCommand Cycle Time FO int ']
zCommandExistance Test |Test -f %hs string /
zCommandLogin Time out |‘I 00 float !
zCommandLogin Tries I‘I int /
zCommandPassword I string {
zCommandPath Popt.l'zenoss.flibexec string !
zCommandPort P2 int /
zCommandProtocel Issh string /

zCommand SearchPath lines !
zCommandUsername string /

Device

zDevice Templates Device_f lines JServer/Linux
zFile SystemMaplgnore Names string /

zFile SystemMaplgnore Types lines /

Figure 117: Zenoss zProperties showing zDeviceTemplate

The default, out-of-the-box, is that the device template called Device is bound to each
device discovered. As noted in the previous screenshot, there are several templates
called Device. The Device template for the class /Devices simply collects sysUpTime.
The template called Device for /Devices/Server collects a number of parameters
supported by the net-snmp MIB. The template called Device

for /Devices/Server/Windows collects various MIB values from the Informant MIB.

For each template name Zenoss searches first the device itself and then up the Device
Class hierarchy looking for a template with that name. Zenoss uses the first template
that it finds with the correct name, ignoring others with the same name that might
exist further up the hierarchy.
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So, the zenperfsnmp daemon will collect net-SNMP MIB information for Unix / Linux
servers and will collect Informant MIB information for Windows servers

(as /Devices/Server/Windows is more specific than /Devices/Server). Any actual device
can have a local copy of a template and change parameters to suit that specific device.

Template bindings can either be modified by changing the zProperties
zDeviceTemplates field or there is a “Bind Templates” menu dropdown from the
templates display of any device. (Do remember that, for a device, both the Templates
menu and the zProperties menu are off the “More” dropdown submenu).

) Zenoss: bino.skills-1st.co.uk - Mozilla Firefox I-:-

File Edit View History Bookmarks Tools Help

@ -~y @ ﬂ_l‘ |C§ http://zenoss:8080/zport/dmd/Devices/Server/Linux/devices/bino. skills-1s |v| P] |-|

e

Main Views 05 Hardware Software Events Perf Edit

S Performance Templates for bino.skills-1st.co.uk

i Description Copy
Add Template... 3 Net-SNMP template for late vintage unix device. Has CPU threshold. Create Local Copy |

Ei = Windows template that requires Host Resources MB Create Local Copy |
ind Templates...

Figure 118: Zenoss Bind Templates menu

Be aware that when selecting templates to bind, you need to select all the templates
you want bound (use the Ctrl key to select multiples).

So, what do these templates actually provide?

Templates contain three types of sub objects:
e Data sources what data to collect and method to use eg. MIB OID
e Thresholds expected bounds for data and events to raise if breached
e Graph definitions how to graph the data points
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in Views

State at time: 2008/08/08 03:29:38
Name Device

N
(B
=
C Description
I

VIP template for late vintage uniyx device. Has CPU

Classes

v Data Sources

Select: All Hone

Name Source Source Type Enabled

[ laLoadints 13.6.1.4.1.2021,10.152 SNMP True
™ memAvailReal 1.3.6.1.4,1.2021.4.6.0 SNMP True
™ memAvailSwap 1.3.6.1.4.1.2021.4.4.0 SNMP True
™ memBuffer .1.36.1.41.2021.4.14.0 SNMP True |
™ memCached .1.36.1.41.2021.4.15.0 SNMP True i
™ ssCpuRawldle 1.3.6.1.4.1.2021.11.53.0 SNMP True
[~ ssCpuRawSvstem 1.3.6.1:4.1.2021.11.52.0 SNMP True
Management [~ ssCpuRawUser 1.3.6.1.4.1.2021.11.50.0 SNMP True
[~ ssCpuRawwait 1.3.6.1.4,1.2021,11.54.0 SNMP True
[~ sysUpTime 136.1.2.1.251.1.0 SNMP True

1of 10 laLoadInts - show all Page Size |4-U ok
v Thresholds

Name Type Data Points Severity Enabled

[ cPU Utilization MinMaxThreshold ssCpuRawldle_ssCpuRawldle Warning True

v Graph Definitions

Select: All HNone

- Name Graph Points Units Height Width

r Ead Average laLoadInts load 100 500
b I LoadAverage smin l2LeadintS processes 100 500
|1_ I~ cPu Utilization ssCpuRawSystem, ssCpuRawlser, ssCpuRawWait percentage 100 500
l2_ ™ cpuidle CPU Utilization, ssCpuRawldle percentage 100 500

Figure 119: Zenoss Device template for /Devices/Server

Zenoss provides two built in types of Data Sources, SNMP and COMMAND. Other
types can be provided through ZenPacks. Clicking on the Data Source displays details
which can then be modified. Typically an SNMP Data Source will provide a single
Data Point (a MIB OID value). Typically the name of the data point will be the same
as the name of the data source. This means that when you come to select threshold
values or values to graph, you will be selecting names like
ssCpuRawWait_ssCpuRaw_wait .

Data Source

State at time: 2008/08/08 03:41:04
Name ImemAva\IReaI

Source Type SHNMP

Enabled I Tue |

[ellv] I‘I 361412021460

Save |

Test Against Device I Test I

- DataPoints

MName

¥ ™ memaAvaiReal

Figure 120: Zenoss Data Source memAvailReal

135



Note that there is a useful Test button to check your OID against a node that Zenoss
knows about. However, beware that this Test button appears to use snmpwalk under-
the-covers so if a MIB OID has multiple instances then the snmpwalk will return
values successfully. When zenperfsnmp actually collects data, it requires the correct
instance as well as the correct MIB OID. If your test is successful but you
subsequently see empty graphs with a message of “Missing RRD file” then the
problem is likely to be that the MIB instance is incorrect.

Data sources can be added or deleted with the dropdown AddDataSource and
DeleteDataSource menus.

Thresholds can be applied to any of the data points collected, along with events to
generate if the threshold is breached.

State at time: 2008/08/08 03:47:29

Name CPU Utilization

laLoadInts_laLoadints
memAvailReal_memAvailReal
memAvail Swap_memAvail Swap
memBuffer_memBuffer

Data Points mecached_memacned
ssCpuRawldle_ssCpuRawlde
ssCpuPRaw System_ssCpuRaw System
ssCpuRawlUser_ssCpuRawUser
ssCpuRawWait_ss CpuRawWait
sysUpTime_sysUpTime

Min Value

M Value

Evertt Class | rPerfiCPU

Severity I Warning |

Escalate Court
Enabled True  ~|

Save |

Figure 121: Zenoss Threshold on CPU collected data

All of the data points defined in the data sources section are supplied in the top
selection box. If an event is to be generated, dropdowns are provided to select the
event class and severity. You can also specify an escalation count.

Thresholds can be added or deleted from the Thresholds dropdown menu.
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*) Zenoss: Device - Mozilla Firefox 2 o

File Edit Wiew History Bookmarks Tools Help

e -»-@& (i} |© nttpizenoss:8080/zport/dmd/Devices/Server/rrdTemplates/Device [-[&] [G-]
e Illllcallulu.

save |

Select: All None

MName Source Source Type Enabled
[ laloadnts 136141202110152 SNMP Tile

™ memAvaiReal 1361412021460 SHNMP True

[ memAvail Swap 1361412021440 SHMP True

™ memBuffer 1361.41.2021.4140 SNMP True

™ memCached 1361.41.20214150 SNMP True

™ ssCpuRawidie 1361.41.202111530 SNIP e

™ ssCpuRawsystem 1361.41.202111520 SNMP Trie

[ ssCpuRawlser 1.361.41.2021.11.500 SNMP True

[ ssCpurawwait 1361.41.202111540 SNIP Tile

I™ systpTime 13612125110 SNIP e
1010 [1aLoadins ~] <how all Page Size 40 ok

Thresholds

Type Data Points Severity Enabled
Add Threshold... MnMax Threshold ssCpuRawldle_ssCpuRawldle Warning True

Delete Threshald...

Add to Gra

Graph Points Units
r I™ Load Average el load 100 500
F [ Load Average 5 min (el processes 100 500
|‘|_ |_ CPU Utilization ssCpuRaw System, ssCpuRawUser, ssCpuRawWait percertage 100 500
r |_ CPU Idle CPU Lkilization, ssCpuRawldle percertage 100 500
F | Free Swap memAvailSwap KBytes 100 500

memAvailReal bytes 100 500

-

Figure 122: Zenoss Dropdown menu for data thresholds

[~ Free Nemory

Note that this dropdown menu (as is also true of the Data Sources dropdown) has an
option to “Add to Graphs”.

Graphs can be defined for a wide combination of the collected data points and
thresholds. The menu panels are basically a frontend to the RRD graphing tool and,
with lots of samples provided, you don't need to get into the details of RRD Tool;
however if you wish to, there is plenty of scope to do so.

Graphs can be added, deleted or re-sequenced using the dropdown. Existing graphs
are modified by clicking on the graph name.
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Zen(Qssicore e

Maiih i Graph Definition Graph Custom Definition Graph Commands

Graph Points

Tupe Description
[ cpuRawWait Threshold cpuRawWait
|_ ssCpuPRawSystem DataPoirit ssCpuRawSystem_ssCpuRaw System
|_ ssCpuRawlser DataPoirit ssCpuRawlser_ssCpuRaw User
|_ ssCpuRawWait DataPoirit ssCpuRawWait_ss CpuRawWait

State at time: 2008/08/08 04:03:42
CPLU Utilization
j100

oo

|percentage

Logarithmic Scale False x|
Base 1024 False x|
Min Y

Max ¥

Has Summary True  v|

Save |

Figure 123: Zenoss Performance template graph definition

Note that graphs can display both data points and thresholds.

All graphs are stored, by default, under /usr/local/zenoss/zenoss/perf/Devices . There is
a subdirectory for each device. Component data rrd files are under the os subdirectory
with further subdirectories for filesystems, interfaces and processes.

8.4.2 Displaying performance data graphs

To view performance graphs, the Operating System component graphs can be seen
from the OS page of a device, by clicking on the relevant interface, filesystem or
process. The rest of the performance graphs can be found under the Perf tab.
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Figure 124: Zenoss Performance graphs for eth1 interface on bino

Errors

You can change the range of data with the “Hourly” dropdown (to daily, weekly,
monthly or yearly). Data can be scrolled using the < > bars at either side and the “+”
and “-” magnifiers can be used to zoom in / out. By default, all graphs on the page are
linked (so that if you change the range on one, it changes for all). They can be de-
coupled with the “Link Graphs?” check box.

Here is a partial screenshot of the graphs for bino under the Perf tab.
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Figure 125: Zenoss Performance graphs available under the Perf tab for bino

Note that the “Reports” left-hand menu also provides access to various reports,

including performance reports.
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Figue 126: Zenoss Reports menu

Following the “Performance Reports” link provides access to all performance reports
for all devices.
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™ gPu utilization CPU Utilization

I Filesystem Util Report Filesystem Util Report
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I Threshold Summary Threshold Summary

1of 7 IAggragate Reports = show all Page Size 40 ok

Figure 127: Zenoss Performance Reports menu

8.5 Zenoss summary

Zenoss is an extremely comprehensive systems and network management product,
satisfying most of my requirements. One feels that the object-oriented architecture is
extremely flexible and powerful with most things you require already configured out-
of-the-box. The automatic discovery and topology mapping options are the most
powerful of the products discussed here. It can accommodate Nagios and Cacti
plugins and has its own addon architecture in the form of ZenPacks.
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Zenoss will use SNMP to gain status and performance information from a device but it
also has ssh and telnet as alternatives, for those devices where SNMP is
inappropriate.

The Quick Start Guide gets you running fast and the Admin Guide provides what it
says — a reasonable comprehensive Administrator's Guide. There is also a book by
Michael Badger, published June 2008, “Zenoss Core Network and System
Monitoring”, which is well worth the investment (available both in paper and in
electronic format). However, one feels that there is so much more in the detail of
Zenoss that one needs to know and can find no information on!

My only real negative comment on Zenoss, other than the lack of detailed technical
information, is that it is a rapidly evolving product and it feels rather buggy. The
current (August 2008) poll on the zenoss-users forum for input to Zenoss 2.3, has
many requesters with code reliability and better documentation at the top of their
lists!

9 Comparison of Nagios, OpenNMS and Zenoss

Necessarily, comparisons are based on a mixture of “fact” and “feeling” and you need a
clear definition of what features are important to your environment before
comparisons can be valid for you.

Nagios is an older, more mature product. It evolved from the NetSaint project,
emerging as Nagios in 2002. OpenNMS also dates back to 2002 but feels like the lead
developer, Tarus Balog, has learned some lessons from observing Nagios. Zenoss is a
more recent offering, evolving from an earlier project by developer Erik Dahl and
emerging to the community as Zenoss around 2006.

All the products expect to use SNMP - OpenNMS and Zenoss use SNMP as the
default monitoring protocol. They all provide other alternatives — Zenoss supports ssh
and telnet along with customised ZenPacks; Nagios has NRPE and NSCA agents (both
of which, of course, require installing on remote nodes); OpenNMS doesn't have much
else to offer out-of-the-box but it can support JMX and HTTP as well as having
support for Nagios plugins.

All the products have some user management to define users, passwords and roles
with customisation of what a user sees.

OpenNMS and Zenoss use RRD Tool to hold and display performance data; Nagios
doesn't really have a performance data capability — Cacti might be a good companion
product.

Most surprisingly, given that they all rely on SNMP, none of the products has an
SNMP MIB Browser built-in to assist with selecting MIBs for both status monitoring
and performance data collection.
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There are advocates for and against “agentless” monitoring. Personally, I don't
believe in “agentless”. Once you have got past ping then you have to have some form
of “agent” to do monitoring. The question is, should a management paradigm use an
agent that is typically part of a box build (like ssh, SNMP or WMI for Windows), or
should the management solution provide its own agent, like Nagios provides NRPE
(and most of the commercial management products come with their own agents). If
your management system wants its own agents, you then have the huge problem of
how you deploy them, check they are running, upgrade them, etc, etc. OpenNMS and
Zenoss have a strong dependency on SNMP although Zenoss also supports ssh and
telnet monitoring, out-of-the-box (if your environment permits these). SNMP may be
old and “Simple” , but all three products support SNMP V3 (for those who are worried
about the security of SNMP) and virtually everything has an SNMP agent available.

The other form of “agentless” monitoring basically comes down to port sniffing for
services. Whilst this can work fine for smaller installations, the n-squared nature of
lots of devices and lots of services doesn't scale too well. All three products do port
sniffing so it comes down to how easy it is to configure economic monitoring.

9.1 Feature comparisons

The following tables start with my requirements definition and compare the three
products on a feature-by-feature basis. (OOTB = Out-Of-The-Box).

9.1.1 Discovery

Nagios OpenNMS Zenoss

Node discovery Config file for each Config file with GUI, CLI and batch
node include / exclude import from text or
ranges XML file

Automatic No Yes — nodes within Yes — networks & nodes
discovery configured n/w ranges
Interface Possible through Yes including switch  Yes including switch
discovery config file ports ports
Discover nodes Yes - use Yes — send_event.pl Yes — use SNMP, ssh or
that don't check_ifstatus telnet
support ping  plugin
SQL Database No PostgreSQL mySQL & Zope ZEO
Service (port) Yes — use plugin Yes — various out-of- Yes — TCP and UDP
discovery (TCP, UDP,....) the-box
Application Yes — define service Not without extra Yes — with ssh,
discovery agent eg. NRPE zenPacks or plugins
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Nagios OpenNMS

Supports Yes Yes
NRPE /

NSClient

SNMP support V1,2 & 3 V1,2&3
L3 topology Yes No

map

L2 topology No No

map

9.1.2 Availability monitoring

Nagios OpenNMS

Ping status Yes Yes
monitoring

Alternatives to Yes — any plugin Nagios plugins
ping status eg. check_ifstatus

Port sniffing Yes Yes

Process monitoring Yes — with plugins Nagios plugins

Zenoss

Possible

V1,2 &3
Yes — upto 4 hops

No (but may be in
plan!)

Zenoss

Yes

Yes — ssh, telnet,
ZenPacks, Nagios
plugins

Yes

Yes — Host Resources
MIB

“Agent” technology Generally relies = SNMP out-of-the-box; SNMP, ssh client,

on Nagios plugins customised plugins

deployed possible

Availability reports Yes Yes

9.1.3 Problem management

Nagios OpenNMS
Configurable No Yes
event console
Severity Yes Yes

customisation
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WMI for Windows,
ZenPacks to be
deployed

Yes

Zenoss

Yes

Yes



Event
configuration

SNMP TRAP
handling

email / pager Yes

notifications

Automation

OpenNMS
Flexible. Lots OOTB

Nagios

Flexible. Lots OOTB

Yes — with
configurable
escalation

auto-actions on
events

good news / bad news
correlation on alarms
and notifications

Zenoss

Flexible. Lots OOTB

Flexible. Lots OOTB

Yes

auto-actions on
events

good news / bad news
correlation on events
and notifications

De-duplication No automatic repeat  Yes Yes

count mechanism but

events do not continue

to be raised for

existing problems
Service / host  Yes No
dependencies
Root-cause UNREACHABLE Outages / Path No
analysis status for devices outages

behind network single

point of failure.

Also, host / service

dependencies.
9.1.4 Performance management

Nagios OpenNMS Zenoss

Collect No Yes Yes
performance data
using SNMP
Collect No NSClient, JMX, ssh, telnet, other

performance data
using other
methods
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Nagios OpenNMS Zenoss
Threshold No Yes Yes
performance data
Graph No Yes — lots provided  Yes — lots provided
performance data OOTB OOTB
MIB compiler No No Yes
MIB Browser No No No (though a MIB

9.2 Product high points and low points

This section is far more subjective — your mileage may vary!

9.2.1 Nagios “goodies” and “baddies”

Good points

Good, stable code for systems
management

Good correlation between service
events and host events

Command to check validity of config
files

Browser ZenPack is
said to be available
for 2.2)

Bad points

No auto-discovery

Weak event console

No OOTB collection or thresholding of

performance data

Command to reload config files without No easy way to receive and interpret SNMP

disrupting Nagios operation

Good documentation

TRAPs

No MIB compiler or browser

9.2.2 OpenNMS “goodies” and “baddies”

Good points
Good OOTB functionality

Code feels solid

Clean, standard configuration through
well-organised xml files
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Bad points

Written in Java — log files hopeless! Difficult
to get individual daemon status

No map (that works reasonably)

GUI is wordy — difficult for the eye to focus
on the important things



Good points
Single database (PostgreSQL)

LOTS of trap customisation OOTB

Ability to do some configuration
through web Admin menu

Easy import of TRAP MIBs
(mib2opennms)

Chargeable support available from The
OpenNMS Group

Bad points

Need to bounce entire OpenNMS when
almost any config file is changed

Event / alarm / notification architecture is
currently a mess (under review)

No way to change colours of events

No MIB compiler or browser

Supports Nagios plugins

Some good Howto documents for basic
configuration on the wiki

No pdf documentation. Wiki hard to find
detailed information.

Lots of things undocumented when you get
down to details.

9.2.3 Zenoss “goodies” and “baddies”

Good points
Good OOTB functionality

Architecture good based around object-
oriented CMDB database

Bad points

No correlation between service events and
host events

Implementation feels buggy

Topology map (upto 4 hops)
Lots of plugins & zenPacks available

email notifications include URL links
back to Zenoss

Commercial version available

Good “Quick Start” manual ,
Administrators manual and book

Supports Nagios & Cacti plugins
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No MIB browser

No way to change colours of events

Commercial version available

Lots of things undocumented when you get
down to details



9.3 Conclusions
What to choose? Back to your requirements!

For smallish, systems management environments, Nagios is well tested and reliable
with a huge community behind it. For anything more than simple ping checks plus
SNMP checks, bear in mind that you may need a way to install remote plugins on
target hosts. Notifications are fairly easy to setup but if you need to produce analysis
on your event log then Nagios may not be the best choice.

OpenNMS and Zenoss are both extremely competent products covering automatic
discovery, availability monitoring, problem management and performance
management and reporting. Zenoss has some topology mapping and has better
documentation but the code feels less reliable. OpenNMS currently has a rather
messy architecture around events, alarms and notifications, though this is said to be
under review. I also struggle to believe that you have to recycle the whole of
OpenNMS if you have changed a configuration file! The code feels very stable though.

My choice, hoping fervently that code reliability and documentation improves, is
Zenoss.
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11 Appendix A Cacti installation details
Cacti 0.8.6j-64.4 was installed on an Open SuSE 10.3 Linux system.
Prerequisites are:

e A web server (Apache 2.2.4-70)

e PHP (5.2.5-8.1)

e RRDTool (1.2.23-47)

e net-snmp (5.4.1-19)
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MySQL (5.0.45-22)

Cacti, as well as all of the prerequisites, were available on the Open SuSE 10.3
standard distribution DVD.

Use the “Installation under Unix” instructions available from
http:/www.cacti.net/downloads/docs/html/install unix.html .

A few modifications were required such as:

e No PHP5 configuration was done as the files documented in the installation
guide did not exist
e Configuration of Apache2 required no modifications
in /etc/apache2/conf.d/php5.conf
e C(Cacti was installed using the standard SuSE Yast mechanism
e Create the MySQL database by:
cd /usr/share/cacti
mysql —user=root -p (and supply the root password when prompted)
create database cacti;
source cacti.sql;
GRANT ALL ON cacti.* TO cactiuser@localhost IDENTIFIED BY
'cacti’;
(Note that cacti in the above command is the password for the user
cactiuser)
e You need to manually create the Operating System user cactiuser with
password cacti
e When pointing your web browser at http:/<your server>/cacti/ ensure that you
include the trailing slash. Use a web logon of admin, password admin .
e Ensure that apache2 and mysql are either manually started (/etc/init.d/<name>
start) or start them automatically at system start using chkconfig
e Ensure that the cactiuser user id can execute the /usr/share/cacti/poller.php
script that is run by /etc/crontab.
e Also ensure that the directory that the RRD data is written to ( /var/lib/cacti ) is
writeable by this user.
e cacti.log is in /var/log/cacti
e I found (through /var/log/messages) that poller.php was being run twice, once in
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/etc/crontab as cactiuser and once in /etc/cron.d/cacti as user wwwrun —
comment out the line in /etc/cron.d/cacti and check again that cactiuser can
write to the data files in /var/lib/cacti .


mailto:cactiuser@localhost
http://www.cacti.net/downloads/docs/html/install_unix.html

e The initial console page is a good starting point to add devices to monitor and
associated graphs.
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